




Edited by:

Jacek Dębiec

Michael heller

bartosz brożek

Joseph leDoux



Edited by:

Jacek Dębiec

Michael heller

bartosz brożek

Joseph leDoux



© Copyright by Copernicus Center Press, 2014

Joseph LeDoux, Rethinking the Emotional Brain, reprinted from Neuron, 73 (4), 
pp. 653–676, Copyright (2012), with permission from Elsevier

James A. Russell, Emotion, Core Affect, and Psychological Construction, reprinted 
from Cognition and Emotion, 23 (7), pp. 1259–1283, Copyright (2009), with per-
mission from Taylor & Francis 

M. Justin Kim, Rebecca A. Loucks, Amy L. Palmer, Annemarie C. Brown, Kimberly 
M. Solomon, Ashley N. Marchante, Paul J. Whalen, The Structural and Functional 
Connectivity of the Amygdala: From Normal Emotion to Pathological Anxiety, re-
printed from Cognition and Emotion, 223 (2), pp. 403–410, Copyright (2011), with 
permission from Elsevier

Editing:
Aeddan Shaw

Cover design:
Mariusz Banachowicz 

Layout:
Mirosław Krzyszkowski

Typesetting:
MELES-DESIGN

Publication Supported by the John Templeton Foundation Grant "The Limits of 
Scientific Explanation"

ISBN 978-83-7886-042-6 (cloth)

ISBN 978-83-7886-072-3 (PDF)
 

 Kraków 2014

Publisher: Copernicus Center Press Sp. z o.o.
pl. Szczepański 8, 31-011 Kraków
tel/fax (+48) 12 430 63 00
e-mail: marketing@ccpress.pl
www.ccpress.pl

Printing and binding by Bookpress.eu



Table of Contents

Jacek Dębiec, Michael Heller, Bartosz Brożek, Joseph LeDoux
Introduction. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .       7

Part I 

Joseph LeDoux
Rethinking the Emotional Brain . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  	13

Regina M. Sullivan, Margo S. Landers
Development of the Emotional Brain and Infant Attachment: 
Lessons from an Animal Model. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .    	85

M. Justin Kim, Rebecca A. Loucks, Amy L. Palmer, Annemarie C. Brown, 
Kimberly M. Solomon, Ashley N. Marchante, Paul J. Whalen 
The Structural and Functional Connectivity of the Amygdala: 
From Normal Emotion to Pathological Anxiety. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  	113

Jacek Dębiec
The Matter of Emotions: Toward the Brain-Based Theory of Emotions. .  .  	145

Bram T. Heerebout, R. Hans Phaf
Good Vibrations Switch Attention. An Affective Function for Network 
Oscillations in Evolutionary Simulations. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  	163



6 Table of Contents

Part II 

Nico H. Frijda
Impulsive Action and Impulse Control. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  	199

James A. Russell
Emotion, Core Affect, and Psychological Construction . .  .  .  .  .  .  .  .  .  .  .  .  .  .  	223

Part III

Łukasz Kurek
Some Remarks on the Relevance of the Concept of Emotion . .  .  .  .  .  .  .  .  .  .  	259 

Mateusz Hohol, Piotr Urbańczyk
Some Remarks on Embodied-Embedded Social Cognition. .  .  .  .  .  .  .  .  .  .  .  .  	279

Wojciech Załuski
Emotions and Rationality. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  	303

Bartosz Brożek
Morality, Law and Emotions. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  	319 

Dominika Dudek
Madness or Brain Disorders. From Dualism towards Integration . .  .  .  .  .  .  .  	349



Jacek Dębiec
Michael Heller

Bartosz Brożek
Joseph LeDoux

Introduction

Until modern times, the emotions were entirely within the domain of 
the humanities. The first written attempts to conceptualize emotions 
in Western culture come from the philosophers of Ancient Greece. For 
Plato, the emotions (or passions) were the basic components of the 
soul along with desire and reason, with reason being in a natural po-
sition of ruling over the others. In contrast, Aristotle provided more 
nuanced characteristics of the emotions and acknowledged their role 
in shaping judgments and influencing reason. Mastering control over 
destructive emotions and encouraging ethical conduct in the pursuit of 
a happy life were at the core of the teachings of the Stoics. In subse-
quent centuries, regardless of whether they were explicitly addressed 
or merely implicit in other concepts and ideas, emotions have always 
been present throughout the history of Western thought. Although 
philosophical inquiry tackled almost every aspect of the emotions as 
experienced through introspection and observation, the main ques-
tions around which the philosophical pursuit was historically centered 
upon were their origins and nature, as well as the function of emo-
tions and how they relate to other mental capacities. This approach, 
however, was closely aligned with the view of emotions as a specifi-
cally human achievement which was closely associated with the hu-
man capacity for consciousness and introspection.  
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Since the second half of the nineteenth century (marked sym-
bolically by the publication of Charles Darwin’s The Expression of 
the Emotions in Man and Animals in 1872 and William James’ arti-
cle What is an emotion? in 1884) emotions began to be an acknowl-
edged and systematically studied subject for the biological sciences 
and psychology. The introduction of the evolutionary perspective and 
recognition that some emotion-related processes are preserved across 
animal species allowed the studying of these processes in animals. 
Animal studies were, and still are, crucial to progress in relating ob-
servable phenomena, such as emotional expressions and associated 
behaviors, to underlying, detailed brain mechanisms. The emer-
gence and progress of neuroscience in the twentieth century provided 
grounds for, at least to some degree, the integration of traditional bio- 
logical and psychological approaches to emotions. It took decades, 
however, for emotions to become a fully acknowledged topic of in-
vestigation within the neuroscientific community.  

At the same time, the philosophical inquiry into emotions, which 
had been formed by centuries of investigations, continued indepen-
dently of the empirical disciplines. In extreme instances, philosophers 
developed their concepts and theories of emotions by relying on phil-
osophical or literary texts as the sole source of their thinking. In recent 
years, however, there has been increased interest among philosophers 
in the results and methods of neural science. On the other hand, many 
brain researchers acknowledge the need to understand their work and 
results in a broader cultural and philosophical context. This reciprocal 
curiosity and mutual interest has created fertile ground for encounters 
and dialogue between neuroscientists and philosophers.

The present collection of essays represents one such encounter. 
Initially meant to be the proceedings of the conference The Emotional 
Brain: From the Humanities to Neuroscience and Back Again which 
was organized by the Copernicus Center for Interdisciplinary Stud-
ies in Krakow, Poland in May 19-20, 2011, this volume has assumed 
a life of its own. Apart from the lectures delivered during the con-
ference, this collection includes essays which have been directly in-
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spired by the talks and discussions held during the Krakow meeting. 
A few of the contributions in this volume have previously been pub-
lished in specialist journals and are re-printed here in order to reach 
a broader audience. 

This collection of articles has been divided into three parts. The 
first part discusses emotion research in neurosciences. In the opening 
essay, Joseph E. LeDoux explores brain circuits and functions asso-
ciated with survival and their relation to emotions. He proposes the 
survival circuit concept as grounds for understanding common hu-
man and animal emotion-related processes. The two articles that fol-
low discuss research on brain circuits contributing to emotions in an-
imal models and humans. Regina M. Sullivan and Margo S. Landers 
review rodent studies of attachment and discuss how disruptions in 
early infant attachment contribute to maladaptive emotional states in 
adult life. Paul Whalen and colleagues explore human research on the 
amygdala-medial prefrontal cortex circuitry, its role in emotional reg-
ulation, and explain how dysregulation in this circuitry may lead to 
pathological anxiety. In the next paper, Jacek Debiec discusses histor-
ical and methodological issues related to the formulation of the brain-
based theory of emotions. This part of the volume is concluded by an 
article by Bram T. Heerebout and R. Hans Phaf which discusses the 
role of computational modeling in studying the affective regulation 
of attention.   

The second part of the collection is comprised of two essays rep-
resenting psychological studies of emotions. Nico H. Frijda explores 
the phenomena of impulsive action and conceptualizes emotions as 
motive states which interact with each other and contribute to elic-
iting and controlling impulsive actions. In the next essay, James A. 
Russell introduces and discusses the concepts of core affect and psy-
chological construction as central ideas in explaining and understand-
ing emotion.  

The third and last part of this volume includes philosophical es-
says on emotions, emotion research in neurosciences and psychology, 
and their impact on philosophy and society. Łukasz Kurek analyzes 
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the idea of emotion as a theory-binding concept and argues against 
attempts to eliminate the concept of emotion from philosophical and 
scientific discourse. Mateusz Hohol and Piotr Urbańczyk review past 
and current paradigms in neurocognitive sciences to focus on the em-
bodied-embedded mind approach in the study of social cognition and 
emotion. In the next essay, Wojciech Załuski proposes a conceptual 
framework to permit us to understand the rationality of emotions. 
Bartosz Brożek analyzes and questions the concept of ‘moral emo- 
tions’ present in some trends of contemporary psychology and phi-
losophy. Brożek argues that emotions play a fundamental role in reg- 
ulating social interactions and culture and, as such, they cannot be re-
duced to mere factors regulating moral behavior. In the last contribu-
tion to this volume, Dominika Dudek discusses the concept of men-
tal illness from the historical perspective and draws parallels between 
the progress in emotion research and advancements in conceptualiz-
ing mental illness in psychiatry and contemporary culture.      



Part I





Joseph LeDoux
Center for Neural Science and Department of Psychology,  

New York University, New York, NY 10003 USA 

Emotional Brain Institute, New York University and Nathan Kline Institute, 

Orangeburg, NY 10962 USA 

Rethinking the Emotional Brain 

I propose a reconceptualization of key phenomena important in the 
study of emotion—those phenomena that reflect functions and cir-
cuits related to survival, and that are shared by humans and other an-
imals. The approach shifts the focus from questions about whether 
emotions that humans consciously feel are also present in other an-
imals, and toward questions about the extent to which circuits and 
corresponding functions that are present in other animals (survival 
circuits and functions) are also present in humans. Survival circuit 
functions are not causally related to emotional feelings but obviously 
contribute to these, at least indirectly. The survival circuit concept in-
tegrates ideas about emotion, motivation, reinforcement, and arousal 
in the effort to understand how organisms survive and thrive by de-
tecting and responding to challenges and opportunities in daily life.  

1. Introduction 

Emotion is a major research growth area in neuroscience and psy-
chology today. A search of PubMed citations for the 1960s yields just 
over 100 papers with the word “emotion” in the title. With each sub-
sequent decade, small increases resulted, until the last decade, when 
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emotion titles grew exponentially—more than 2,000 hits. Emotion 
has happened. 

But what exactly is it that has happened? What is being studied 
in all these papers on emotion? Actually, the term “emotion” is not 
well defined in most publications. Perhaps this is not surprising since 
there is little consensus about what emotion is, and how it differs from 
other aspects of mind and behavior, in spite of discussion and debate 
that dates back to the earliest days in modern biology and psychol-
ogy (e.g., Darwin, 1872; James, 1884; Cannon, 1927, 1931; Duffy, 
1934, 1941; Tomkins, 1962; Mandler, 1975; Schachter, 1975; Ekman, 
1980, 1984, 1992; Izard, 2007; Frijda, 1986; Russell, 2003; Ekman 
and Davidson, 1994; LeDoux, 1996; Panksepp, 1998, 2000, 2005; 
Rolls, 1999, 2005; Damasio, 1994, 1999; Leventhal and Scherer, 
1987; Scherer, 2000; Ortony and Turner, 1990; Öhman, 1986, 2009; 
Johnson-Laird and Oatley, 1989; Ellsworth, 1994; Zajonc, 1980; La-
zarus, 1981, 1991a, 1991b; Barrett, 2006a, 2006b; Barrett et al., 2007; 
Kagan, 2007; Prinz, 2004; Scarantino, 2009; Griffiths, 2004; Ochsner 
and Gross, 2005; Lyons, 1980). 

One point that many writers on this topic accept is that, while 
there are unique features of human emotion, at least some aspects of 
human emotion reflect our ancestral past. This conclusion is the ba-
sis of neurobiological approaches to emotion, since animal research is 
essential for identifying specific circuits and mechanisms in the brain 
that underlie emotional phenomena. 

Progress in understanding emotional phenomena in the brains of 
laboratory animals has in fact helped elucidate emotional functions in 
the human brain, including pathological aspects of emotion. But what 
does this really mean? If we don’t have an agreed-upon definition of 
emotion that allows us to say what emotion is, and how emotion dif-
fers from other psychological states, how can we study emotion in 
animals or humans, and how can we make comparisons between spe-
cies? 

The short answer is that we fake it. Introspections from personal 
subjective experiences tell us that some mental states have a certain 
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“feeling” associated with them and others do not. Those states that 
humans associate with feelings are often called emotions. The terms 
“emotion” and “feeling” are, in fact, often used interchangeably. In 
English we have words like fear, anger, love, sadness, jealousy, and 
so on, for these feeling states, and when scientists study emotions in 
humans they typically use these “feeling words” as guideposts to ex-
plore the terrain of emotion. 

The wisdom of using common language words that refer to feel-
ings as a means of classifying and studying human emotions has been 
questioned by a number of authors over the years (e.g., Duffy, 1934, 
1941; Mandler, 1975; Russell, 1991, 2003; Barrett, 2006a, 2006b; 
Kagan, 2007; Griffiths, 1997; Rorty, 1980; Dixon, 2001; Zachar, 
2006). Whatever problems might arise from using feeling words to 
study human emotion, the complications are compounded many fold 
when such words are applied to other animals. While there are cer-
tainly emotional phenomena that are shared by humans and other an-
imals, introspections from human subjective experience are not the 
best starting point for pursuing these. How, then, should the aspects 
of emotion relevant to animals and humans alike be pursued? 

In answering this question it is important to separate the phenom-
ena of interest from the overarching concept of emotion. One set of 
such phenomena includes responses that occur when an organism de-
tects and responds to significant events in the course of surviving and/
or maintaining well-being—for example, responses that occur when 
in danger or when in the presence of a potential mate or in the pres-
ence of food when hungry or drink when thirsty. These are fundamen-
tal phenomena that have always interested animal behavior scientists, 
and would be of interest even if the terms “emotion” and “feelings” 
never existed. The challenge for emotion researchers is to understand 
the relation of the phenomena to the field of emotion without redefin-
ing them as fundamentally emotional phenomena, and thus infusing 
the phenomena with confusing implications. 

In this paper I, therefore, describe a way of conceiving phenom-
ena important to the study of emotion, but with minimal recourse to 



16 Joseph LeDoux

the terms emotion or feelings. The focus is instead on circuits that in-
stantiate functions that allow organisms to survive and thrive by de-
tecting and responding to challenges and opportunities. Included, at 
a minimum, are circuits involved in defense, maintenance of energy 
and nutritional supplies, fluid balance, thermoregulation, and repro-
duction. These survival circuits and their adaptive functions are con-
served to a significant degree in across mammalian species, including 
humans. While there are species-specific aspects of these functions, 
there are also core components of these functions that are shared by 
all mammals. 

By focusing on survival functions instantiated in conserved cir-
cuits, key phenomena relevant to emotions and feelings are discussed 
with the natural direction of brain evolution in mind (by asking to 
what extent are functions and circuits that are present in other mam-
mals also present in humans) rather than by looking backward, and 
anthropomorphically, into evolutionary history (by asking whether 
human emotions/feelings have counterparts in other animals). 

Emotion, motivation, reinforcement, and arousal are closely re-
lated topics and often appear together in proposals about emotion. Fo-
cusing on survival functions and circuits allows phenomena related to 
emotion, motivation, reinforcement, and arousal to be treated as com-
ponents of a unified process that unfolds when an organism faces a 
challenge or opportunity. 

What follows is not an attempt at explaining or defining emotion. 
Instead, the aim is to offer a framework for thinking about some key 
phenomena associated with emotion (phenomena related to survival 
functions) in a way that is not confounded by confusion over what 
emotion means. Stepping back from the overarching concept of emo-
tion and focusing instead on key phenomena that make emotion an 
interesting topic may be the best way out of the conceptual stalemate 
that results from endless debates about what emotion is. 
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2. Why do we need to rethink the relation of emotion 
to survival? 

The relation of innate survival functions to emotions is hardly novel, 
and goes back at least to Darwin (1872). As a result, neuroscientists 
have long assumed that specific emotional/motivational circuits are 
innately wired into the brain by evolution, and that these mediate 
functions that contribute to survival and well-being of the organism 
(e.g., Cannon, 1929; MacLean, 1949, 1952; Hess, 1954; Stellar, 1954; 
von Holst and von Saint- Paul, 1962; Flynn, 1967; Olds, 1977; Siegel 
and Edinger, 1981; Panksepp, 1982, 1998, 2005; Blanchard and Blan-
chard, 1972; Bolles and Fanselow, 1980; Damasio, 1994, 1999; Ber-
ridge, 1999; McNaughton, 1989; Swanson, 2000; Ferris et al., 2008; 
Choi et al., 2005; Motta et al., 2009; Lin et al., 2011; Öhman, 2009). 
That certain emotions are wired into the brain is also a major tenet of 
evolutionary psychology (e.g., Tooby and Cosmides, 1990; Pinker, 
1997; Nesse, 1990). If many researchers in the field (past and pre-
sent) believe this, why do we need to bother with another discussion 
of the topic? 

A major controversy in the field of emotion research today is, in 
fact, about the issue of whether there are innate emotion circuits in 
the human brain. This debate is centered on the question of whether 
emotions are “natural kinds,” things that exist in nature as opposed to 
being inventions (constructions) of the human mind (e.g., Panksepp, 
2000; Griffiths, 2004; Barrett, 2006a; Izard, 2007; Scarantino, 2009). 
Much of the discussion is focused the question of whether so-called 
“basic emotions” are natural kinds. Basic emotions are those that are 
said to be universally expressed and recognized in people around the 
world, conserved in our close animal ancestors, and supposedly hard-
wired into brain circuits by evolution (Darwin, 1872; Tomkins, 1962; 
Ekman, 1972, 1980, 1984, 1992, 1999a, 1999b; Izard, 1992, 2007; 
Damasio, 1994, 1999; Panksepp, 1998, 2000, 2005; Prinz, 2004). 
Contemporary theories recognize between five and seven of these 
basic or primary emotions. Ekman’s list of six basic emotions is the 



18 Joseph LeDoux

canonical example (Ekman, 1972) and includes fear, anger, happi-
ness, sadness, disgust, and surprise. This list of putative hard-wired 
basic emotions in fact serves as the foundation for much research on 
the neural basis of emotional functions in the human brain—a recent 
review uncovered 551 studies between 1990 and 2008 that used Ek-
man’s basic emotions faces or variants of these to study functional 
activity related to emotion in the human brain (see Fusar-Poli et al., 
2009). 

In spite of being well known and widely applied in research, the 
basic emotions point of view has been challenged on various grounds 
(e.g., Averill, 1980; Ortony and Turner, 1990; Russell, 1980, 2003; 
Barrett, 2006a; Barrett et al., 2007). For one thing, different theories 
have different numbers of basic emotions, and even different names 
for similar emotions. In addition, questions have been raised about 
the methods used to identify basic emotions (e.g., forced choice rather 
than free labeling of the emotion expressed in a face). Basic emotions 
theory has also been challenged on the basis of a lack of coherence 
of the phenomena that constitute individual emotions, and the diver-
sity of states to which a given emotion label can refer. Others argue 
that emotions, even so-called basic emotions, are psychological/social 
constructions, things created by the mind when people interact with 
the physical or social environment, as opposed to biologically deter-
mined states. Also relevant is the fact that the main basic emotions 
theory based on brain research in animals (Panksepp, 1998, 2005) 
lists emotions that do not match up well with those listed by Ekman 
or others as human basic emotions. 

Of particular relevance here is Barrett’s recent challenge to the 
natural kinds status of basic emotions, and particularly to the idea that 
the human brain has evolutionarily conserved neural circuits for ba-
sic emotions (Barrett, 2006a; Barrett et al., 2007). Her argument is 
centered on several points: that much of evidence in support of basic 
emotions in animals is based on older techniques that lack precision 
(electrical brain stimulation), that basic emotions identified in animals 
do not map onto the human categories, and that evidence from human 
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imaging studies show that similar brain areas are activated in response 
to stimuli associated with different basic emotions. I disagree with 
Barrett’s conclusion that the similarity of functional activation in dif-
ferent emotions is an argument against basic emotions since imaging 
does not have the resolution necessary to conclude that the similar-
ity of activation in different states means similar neural mechanisms. 
Yet, I concur with her conclusion that the foundation of support for 
the idea that basic emotions, as conventionally conceived, have ded-
icated neural circuits is weak. This does not mean that the mamma-
lian brain lacks innate circuits that mediate fundamental phenomena 
relevant to emotion. It simply means that emotions, as defined in the 
context of human basic emotions theory, may not be the best way to 
conceive of the relevant innate circuits. Enter survival circuits. 

3. Survival circuits 

It has long been known that the body is a highly integrated system 
consisting of multiple subsystems that work in concert to sustain life 
both on a moment to moment to basis and over long time scales (Ber-
nard, 1878–1879; Cannon, 1929; Lashley, 1938; Morgan, 1943; Stel-
lar, 1954; Selye, 1955; McEwen, 2009; Damasio, 1994, 1999; Pfaff, 
1999; Schulkin, 2003). A major function of the brain is to coordinate 
the activity of these various body systems. An important category of 
life-sustaining brain functions are those that are achieved through be-
havioral interactions with the environment. As noted, these survival 
circuits include, at a minimum, circuits involved in defense, mainte-
nance of energy and nutritional supplies, fluid balance, thermoregu-
lation, and reproduction. 

Survival circuits have their ultimate origins in primordial mech-
anisms that were present in early life forms. This is suggested by the 
fact that extant single-cell organisms, such as bacteria, have the ca-
pacity to retract from harmful chemicals and to accept chemicals that 
have nutritional value (Macnab and Koshland, 1972). With the evo-
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lution of multicellular, and multisystem, eukaryotic organisms (Meta-
zoa, or what we usually call animals), fundamental survival capaci-
ties increase in complexity and sophistication, in large part due to the 
presence of specialized sensory receptors and motor effectors, and a 
central nervous system that can coordinate bodily functions and in-
teractions with the environment (Shepherd, 1988). 

The brains of vertebrate organisms vary in size and complexity. 
Yet, in spite of these differences, there is a highly conserved organi-
zational plan that is characteristic of all vertebrate brains (Nauta and 
Karten, 1970; Northcutt and Kaas, 1995; Swanson, 2002; Butler and 
Hodos, 2005; Striedter, 2005). This conservation is most often dis-
cussed in terms of central sensory and motor systems. However, sen-
sory motor systems do not exist in isolation, and in fact evolved to 
negotiate interactions with the environment for the purpose of sus-
taining life—for example, by maintaining energy and fluid supplies, 
regulating body temperature, defending against harm, and enabling 
reproduction. 

The survival circuits listed do not align well with human basic 
emotions. However, my goal is not to align survival circuits with ba-
sic emotion categories. It is instead to break free from basic emotion 
categories based on human emotional feelings (introspectively la-
beled subjective states) and instead let conserved circuits do the heavy 
lifting. For example, there is no anger/aggression circuit in the present 
scheme. This might at first seem like a striking omission. However, 
it is important to note that aggression is not a unitary state with a sin-
gle neural representation (Moyer, 1976; Chi and Flynn, 1971; Siegel 
and Edinger, 1981). Distinct forms of aggression (conspecific, defen-
sive, and predatory aggression) might be more effectively segregated 
by the context in which the aggression occurs: defense circuitry (ag-
gression in an attempt to protect one’s self from harm); reproductive 
circuitry (aggression related to competition for mates); feeding cir-
cuitry (predatory aggression toward prey species). Similarly, a joy/
pleasure/happiness kind of circuit is not listed and might seem like a 
fatal flaw. However, behaviors used to index joy/pleasure/happiness 
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are instead treated products of specific circuits involved in energy and 
nutrition, fluid balance, procreation, thermoregulation, etc. By focus-
ing on the subjective state, joy/pleasure/happiness, emotion theories 
tend to gloss over the underlying details of emotional processing for 
the sake of converging on a single word that symbolizes diverse un-
derlying states mediated by different kinds of circuits. 

Each survival circuit may itself need to be refined. For example, 
it is unlikely that there is a single unified defense or reproductive cir-
cuit. The range of functions studied needs to be expanded to more ef-
fectively characterize these. Some variations on defense are described 
below, but still other refinements may be needed. 

Another key difference between the survival circuit and basic 
emotions approaches is this. Basic emotion circuits are meant as an 
explanation of the feelings for which each circuit is said to be re-
sponsible. Survival circuits are not posited to have any direct rela-
tion (causal role) in feelings. They indirectly influence feelings, as 
described later, but their function is to negotiate behavioral interac-
tions in situations in which challenges and opportunities exist, not to 
create feelings. 

Survival circuits help organisms survive and thrive by organizing 
brain functions. When activated, specific kinds of responses rise in 
priority, other activities are inhibited, the brain and body are aroused, 
attention is focused on relevant environmental and internal stimuli, 
motivational systems are engaged, learning occurs, and memories 
are formed (e.g., Morgan, 1943; Hebb, 1949; Bindra, 1969; Gallis-
tel, 1980; Scherer, 1984, 2000; Maturana and Varela, 1987; LeDoux, 
2002). 

In sum, survival circuits are sensory-motor integrative devices 
that serve specific adaptive purposes. They are tuned to detect infor-
mation relevant to particular kinds of environmental challenges and 
opportunities, and they use this information to control behavioral re-
sponses and internal physiological adjustment that help bring closure 
to the situation. All complex animals (invertebrates and vertebrates) 
have survival circuits. Core components of these circuits are highly 
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conserved in vertebrates. I focus on vertebrates, especially mammals 
in this article, but consider the relation of invertebrate to vertebrate 
survival functions toward the end. 

4. Nature and nurture in survival circuits 

Survival circuits detect key trigger stimuli on the basis of innate pro-
gramming or past experience. By innate programming I mean geneti-
cally specified synaptic arrangements that are established in early de-
velopment. Innate evaluative networks make possible species-wide 
stimulus-response connections that allow organisms to respond to 
specific stimulus patterns in tried and true ways (i.e., with hard-wired/
innate reactions) that have been honed by natural selection. 

By experience I mean conditions under which associations are 
formed between novel stimuli and biologically innately significant 
events, typically innate triggers. These experience-dependent associa-
tions allow meaningless stimuli that occur in conjunction with signif-
icant events to acquire the ability to activate the innate response pat-
terns that are genetically wired to innate trigger stimuli. The fact that 
the response patterns are innately wired and initially expressed invol-
untarily does not mean that they are completely inflexible. Not only 
can they be coupled to novel stimuli through experience and learn-
ing, they can be regulated in terms of their time course and intensity, 
and perhaps in other ways. 

Innate and experience-based evaluative mechanisms are, as 
noted, circuit-specific. Thus, defense, nutritional, reproductive, ther-
moregulatory and other survival systems are wired to detect unique 
innate triggers. By entering into associations with biologically sig-
nificant stimuli, novel sensory events become learned triggers that 
activate survival circuits. We will consider innate and learned sur-
vival circuit triggers in the context of defense next. In the field of 
emotion, these are described as unconditioned and conditioned fear 
stimuli. 
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5. Defense as an example 

The evidence for conservation across mammals of mechanisms under-
lying survival functions such as defense (e.g., LeDoux, 1996, 2012; 
Phelps and LeDoux, 2005; Motta et al., 2009; Choi et al., 2005; Ka-
lin et al., 2004; Amaral, 2003; Antoniadis et al., 2007), reproduction 
(e.g., Pfaff, 1999; Oomura et al., 1988; Blaustein, 2008), thermoregu-
lation (Nakamura and Morrison, 2007), fluid balance (Johnson, 2007; 
Fitzsimons, 1979), and energy/nutritional regulation (Elmquist et al., 
2005; Morton et al., 2006; Saper et al., 2002) is strong. Space does 
not permit a detailed discussion of these circuits and their functions. 
Defense circuits in mammals will be used as an initial illustration. 

Defense against harm is a fundamental requirement of life. As 
noted above, even single-cell organisms can detect and respond to 
harmful environmental stimuli. In complex organisms (invertebrates 
and vertebrates), threat detection involves processing of innate and 
learned threats by the nervous system via transmission of informa-
tion about the threat through sensory systems to specialized defense 
circuits. 

Unconditioned threat stimuli are species-specific. The most com-
mon threat triggers are stimuli that signal other animals (predators 
and potentially harmful conspecifics), and these will obviously be 
different for different species. Examples of innately wired stimuli for 
rodents include predator odors (e.g., Motta et al., 2009; Pagani and 
Rosen, 2009; Blanchard et al., 1990), as well as high-frequency pred-
ator warning sounds emitted by conspecifics (e.g., Litvin et al., 2007; 
Choi and Brown, 2003), high-intensity auditory stimuli (e.g., Bordi 
and LeDoux, 1992), and bright open spaces (Thompson and LeDoux, 
1974; Gray, 1987; Walker and Davis, 2002). In primates, the sight of 
snakes and spiders has an innate propensity to trigger defense (Am-
aral, 2003; Öhman, 1986; Mineka and Öhman, 2002). In spite of be-
ing genetically specified, innate stimulus processing is nevertheless 
subject to epigenetic modulation by various factors inside and outside 
the organism during development, and throughout life (Bendesky and 
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Bargmann, 2011; Monsey et al., 2011; McEwen et al, 2012; Brown 
and Hariri, 2006; Casey et al., 2011; Zhang et al., 2004). Indeed, some 
aspects of defense stimulus processing in primates, including humans, 
involves preferential rapid learning to certain classes of innately “pre-
pared” stimuli (Seligman, 1971; Öhman, 1986; Mineka and Öhman, 
2002). Fearful and aggressive faces of conspecifics are also a potent 
innate defense trigger in humans and other primates (Adolphs, 2008; 
Davis et al., 2011). 

Recent studies have revealed in some detail the circuits that al-
low rodents to respond to unconditioned threats, especially odors that 
signal predators or potentially dangerous conspecifics (Dielenberg et 
al., 2001; Canteras, 2002; Petrovich et al., 2001; Markham et al., 
2004; Blanchard et al., 2003; Motta et al., 2009; Choi et al., 2005; 
Vyas et al., 2007; Pagani and Rosen, 2009) (Figure 1). The odors are 
detected by the vomeronasal olfactory system and sent to the medial 
amygdala (MEA), which connects with the ventromedial hypothala-
mus (VMH). Outputs of the latter reach the premammillary nucleus 
(PMH) of the hypothalamus, which connects with dorsal periaque-
ductal gray (PAGd). But not all unconditioned threats are signaled by 
odors. Unconditioned threats processed by other (nonolfactory) mo-
dalities involve sensory transmission to the lateral amygdala (LA) 
and from there to the accessory basal amygdala (ABA), which con-
nects with the VMH-PM-PAGv circuitry (Motta et al., 2009). Differ-
ent subnuclei of the MEA, PMH, and PAGd are involved in process-
ing conspecific and predatory threats. In the case of both olfactory and 
nonolfactory unconditioned threat signals, the PAGd and its outputs 
to motor control areas direct the expression of behavioral responses 
that help promote successful resolution of the threatening event. The 
PAG is also involved in detection of internal physiological signals that 
trigger defensive behavior (Schimitel et al., 2012). 

Biologically insignificant stimuli acquire status as threat signals 
results when they occur in conjunction with biologically significant 
threats. This is called Pavlovian defense conditioning, more com-
monly known as fear conditioning. Thus, a meaningless conditioned



25Rethinking the Emotional Brain

Figure 1. Circuits Underlying Defense Reactions Elicited by Unconditioned 
(Unlearned) and Conditioned (Learned) Threats. Abbreviations: ABA, acces-
sory basal amygdala; BA, basal amygdala; CEA, central amygdala; LA, lateral 
amygdala; LH, lateral hypothalamus; MEA, medial amygdala; NAcc, nucleus 
accumbens; VMH, ventromedial hypothalamus; PAGd, dorsal periaqueduc-
tal gray region; PAGv, venral periaqueductal gray region; PMH, premammila-
ry nucleus of the hypothalamus.

stimulus (CS) acquires threat status after occurring in conjunction 
with an aversive unconditioned stimulus (US). Most studies of Pav-
lovian defense conditioning involve the use of electric shock as the 
biologically significant US, though other modalities have been used 
as well. Typically, auditory, visual, or olfactory stimuli as the insig-
nificant CS. While a strong US can induce learning to most kinds of 
sensory stimuli, associability is not completely promiscuous—for ex-
ample, taste stimuli associate more readily with gastric discomfort 
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than with electric shock (Garcia et al., 1968). Once the association is 
formed, the CS itself has the ability to elicit innate defense responses. 

The neural circuit by which a CS (auditory, visual, olfactory) 
elicits innate defense responses, such as freezing behavior, involves 
transmission of sensory inputs to the LA, intra-amygdala connections 
(direct and indirect) linking the LA with the central nucleus of the 
amygdala (CEA), and connections from the medial CEA (CEm) to 
the ventrolateral PAG (PAGvl) (Johansen et al., 2011; LeDoux, 2000; 
Maren, 2001; Fanselow and Poulos, 2005; Davis et al., 1997; Rosen-
kranz and Grace, 2002; Cousens and Otto, 1998; Paré et al., 2004; 
Maren and Quirk, 2004; Quirk and Mueller, 2008; Haubensak et al., 
2010). The indirect connections between LA and CEA include the 
basal (BA), AB, and intercalated (ITC) nuclei (Pitkänen et al., 1997; 
Paré et al., 2004). As with unconditioned threats, PAG outputs to mo-
tor control regions direct behavioral responses to the threat. While 
damage to the PAGvl disrupts defensive freezing behavior, lesions 
of the PAGdl enhance freezing (De Oca et al., 1998), suggesting in-
teractions between these regions. Whether the CEA and PAG might 
also be linked via the VMH or other hypothalamic nuclei has not been 
carefully explored. 

While most studies have focused on freezing, this behavior mainly 
occurs in confined spaces where escape is not possible (Fanselow, 
1994; Blanchard et al., 1990; de Oca et al., 2007; Canteras et al., 
2010). Little work has been done on the neural basis of defense re-
sponses other than freezing that are elicited by a conditioned cues (but 
see de Oca and Fanselow, 2004). 

An important goal for future work is to examine the relation of 
circuits involved in innate and learned behavior. Electric shock simu-
lates tissue damage produced by predator-induced wounds. However, 
it is difficult to trace the unconditioned stimulus pathways with this 
kind of stimulus. Recent studies exploring interactions between cir-
cuits processing olfactory conditioned and unconditioned stimuli is 
an important new direction (Pavesi et al., 2011). 
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Another form of Pavlovian defense conditioning involves the as-
sociation between a taste CS and a nausea-inducing US. The circuits 
underlying so called conditioned taste aversion also involve regions 
of the amygdala, such as CEA and the basoloateral complex (which 
includes the LA, BA, and ABA nuclei), as well as areas of taste cor-
tex (Lamprecht and Dudai, 2000). However, the exact contribution of 
amygdala areas to learning and performance of the learned avoidance 
response is less clear than for the standard defense conditioning par-
adigms described above. 

While much of the work on threat processing has been conducted 
in rodents, many of the findings apply to other species. For example, 
the amygdala nuclei involved in responding to conditioned threats 
in rodents appear to function similarly in rabbits (Kapp et al., 1992) 
and nonhuman primates (Kalin et al., 2001, 2004; Antoniadis et al., 
2007). Evidence also exists for homologous amygdala circuitry in 
reptiles (Martínez-García et al., 2002; Davies et al., 2002; Bruce and 
Neary, 1995) and birds (Cohen, 1974). In addition, functional imaging 
and lesion results from humans (e.g., Phelps, 2006; Damasio, 1994, 
1999; LaBar and Cabeza, 2006; Whalen and Phelps, 2009; Büchel 
and Dolan, 2000; Mobbs et al., 2009; Schiller and Delgado, 2010) 
show that the amygdala plays a key role in defense conditioning, and 
thus suggest that, at least to a first approximation, similar circuits are 
involved in humans as in other mammals. However, the level of de-
tail that has been achieved in humans pales in comparison to the ani-
mal work. Methods available for studying humans are, and are likely 
to continue to be, limited to levels of anatomical resolution that ob-
scure circuit details. 

Because animal research is thus essential for relating detailed 
structure to function in the brain, it is extremely important that the 
phenomena of interest be conceptualized in a way that is most con-
ducive to understanding the relation of findings from animal research 
to the human condition. Survival circuits provide such a conceptu- 
alization. 
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5. Interactions between survival circuit functions 

Survival circuits interact to meet challenges and opportunities. In-
deed, survival functions are closely intertwined (e.g., Saper, 2006). In 
the presence of a threat to survival or well-being, the brain’s resources 
are monopolized by the task of coping with the threat. Other activi-
ties, such as eating, drinking, and sex, are actively suppressed (Gray, 
1987; Lima and Dill, 1990; Blanchard et al., 1990; Fanselow, 1994; 
Choi et al., 2005). However, increased behavioral activity of any kind 
(fighting, fleeing, foraging for food or drink, sexual intercourse) ex-
pends energy, depleting metabolic resources. At some point, the need 
to replenish energy rises in priority and overrides defensive vigilance, 
which might otherwise keep the animal close to home. Foraging for 
food or liquids often requires exposure to threats and a balance has to 
be struck between seeking the needed resources and staying put. Met-
abolic activity during any active behavior (whether fighting, feeding, 
foraging, fornicating) produces heat that has to be counteracted by 
lowering body temperature. Thermoregulation is controlled directly 
by homeostatic alterations that include increased sweating or panting, 
and by various behavioral means, such as altering fluid intake or seek-
ing shelter. We cannot consider all possible interactions between sur-
vival circuits here. Thus, interactions between the energy/nutritional 
regulation system and the defense system will be discussed in some 
detail for illustrative purposes. 

Across mammalian species, circuits involving the arcuate, ven-
tromeidal, dorsomedial, and lateral hypothalamus, and regulated by lep-
tin, ghrelin, glucose, and insulin, control feeding in relation to energy 
and nutritional demands (Elmquist et al., 2005; Morton et al., 2006; Sa-
per et al., 2002; Saper, 2006). In satisfying nutritional/energy demands, 
behavioral responses are guided by the sensory properties of potential 
food sources and by cues associated with food. For example, auditory 
or visual cues that occur in connection with food items can modulate 
the energy/nutritional circuitry (e.g., Petrovich, 2011). Specifically, ar-
eas of the amygdala (LA, BA, ABA) process these learned cues associ-
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ated with food and relay them to the LH. Such cues, if sufficiently po-
tent, can stimulate eating in animals that are sated. 

Feeding does not occur in a vacuum. As noted above, when threat 
levels rise, feeding is suppressed (Gray, 1987; Lima and Dill, 1990; 
Blanchard et al., 1990; Fanselow, 1994). For example, a tone previ-
ously paired with shock inhibits feeding (Petrovich, 2011) and food-
motivated instrumental behavior (e.g., Cardinal et al., 2002). Con-
nections from the basolateral amygdala to the LH facilitate feeding 
by a CS associated with food, while the suppression of feeding by an 
aversive CS involves outputs of the CEA. The exact target remains 
to be determined but CEA connects with LH both directly and indi-
rectly (Petrovich et al., 1996; Pitkänen et al., 1997). While threat pro-
cessing normally trumps feeding, at some point the risk of encounter-
ing harm is balanced against the risk of starvation. A similar case can 
be made for the suppression of other behaviors by threat processing. 
For example, medial amygdala areas that process threat related odors 
suppress reproduction via connections to VHM reproductive circuits 
(Choi et al., 2005). 

The fact that the amygdala contributes to appetitive states (e.g., 
Rolls, 1999, 2005; Everitt et al., 1999, 2003; Gallagher and Holland, 
1994; Holland and Gallagher, 2004; Cardinal et al., 2002; Baxter and 
Murray, 2002; Moscarello et al., 2009) as well as defense (see above) 
does not mean that the amygdala processes food and threat related 
cues in the same way. Similarly, the fact that both appetitive and aver-
sive stimuli activate the amygdala in fMRI studies (e.g., Canli et al., 
2002; Hamann et al., 2002; Lane et al., 1999) does not mean that these 
stimuli are processed the same by the amygdala. Recent unit record-
ing studies in primates show that appetitive and aversive signals are 
processed by distinct neuronal populations of cells in the lateral/ basal 
amygdala (Paton et al., 2006; Belova et al., 2007; Belova et al., 2008; 
Morrison and Salzman, 2010; Ono and Nishijo, 1992; Rolls, 1992, 
1999, 2005). Molecular imaging techniques with cellular resolution 
show that similarities in activation at the level of brain areas obscures 
differences at the microcircuit level (Lin et al., 2011). 
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6. Circuit functions versus behavioral responses 

Because different groups of mammals faced different selective pres-
sures, the behavioral responses controlled by conserved survival cir-
cuits can differ. As ethologists have long noted, many survival-related 
behaviors are expressed in species-specific ways (e.g., Tinbergen, 
1951; Lorenz, 1981; Manning, 1967). 

Consider escape from a threat. We’ve seen evidence for con-
served defense circuits across mammals and even across vertebrates, 
but behavioral responses controlled by these circuits can differ dra-
matically. For example, while most mammals flee on all fours, some 
use only two legs (humans), others escape by flying (bats), and still 
others by swimming (whales, seals, and walrus). Similarly, sexual and 
feeding behavior, while largely conserved at the neural system level, 
is also expressed behaviorally in diverse ways within mammals. For 
example, although androgen activity in the hypothalamus is important 
in all male mammals, the semen delivery process varies in males, in 
part because of different approaches required given the configuration 
of the male and female body (e.g., Pfaff, 1999). This is perhaps most 
dramatically illustrated by the lordosis posture of female rats. The 
male cannot insert his penis into the vaginal cavity of a female unless 
she arches her back to adopt this posture, which is regulated by the 
binding of estrogen during the fertile phase of her cycle (Pfaff, 1999; 
Blaustein, 2008). Further, some mammals use their snouts when eat-
ing and others their paws/hands, but the core circuits described above 
nevertheless regulate the various homeostatic and behavioral func-
tions required to regulate energy and nutritional supplies. 

Thus, the responses used by survival circuits to achieve sur-
vival goals can be species-specific even though the circuit is largely 
species-general (obviously, there must be some differences in cir-
cuitry, at least in terms of motor output circuitry for different kinds 
of behaviors, but the core circuit is conserved). By focusing on the 
evolved function of a circuit (defense, reproduction, energy and nu-
trition maintenance, fluid balance, thermoregulation), rather than on 
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the actual responses controlled by the circuit, a species-independent 
set of criteria emerge for defining brain systems that detect significant 
events and control responses that help meet the challenges and oppor-
tunities posed by those events. 

7. Information processing by survival circuits:  
computation of stimulus significance 

A key component of a survival circuits is a mechanism for comput-
ing circuit-specific stimulus information. A defense circuit needs to 
be activated by stimuli related to predators, potentially harmful con-
specifcs, and other potential sources of harm, and not be triggered by 
potential mates or food items. The goal of such computational net-
works is to determine whether circuit-specific triggers are present 
in the current situation, and, if a trigger is detected, to initiate hard-
wired (innate) responses that are appropriate to the computed evalu-
ation. Such responses are automatically released (in the ethological 
sense—see Tinbergen, 1951; Lorenz, 1981; Manning, 1967) by trig-
ger stimuli. 

The nature of behavioral responses released by survival circuit 
triggers should be briefly discussed. Activation of a survival circuit 
elicits behavioral responses on the spot in some cases (e.g., in the 
presence of defense triggers) but in other cases unless the goal object 
(sexual partner, food, drink) is immediately present, the more general 
effect is the alteration of information processing throughout the brain 
in such a way as to mobilize resources for bringing the organism into 
proximity with suitable goal objects and thus dealing with the oppor-
tunity or challenge signaled by the trigger. We will consider a number 
of different consequences of survival circuit activation below. Here, 
we focus on information processing related to trigger detection. 

Above we briefly noted the species-specific nature of innate trig-
ger stimuli. While the original idea of the ethologists focused on com-
plex Gestalt configural stimuli and pattern recognition, simpler fea-
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tures are now emphasized. Thus, a rat can recognize a predator (cat, 
fox) by specific chemical constituents of predator odors (Wallace and 
Rosen, 2000; Vyas et al., 2007; Dielenberg et al., 2001; Markham et 
al., 2004; Blanchard et al., 2003) and does not have to recognize the 
predator as a complex perceptual pattern. Moreover, humans can rec-
ognize certain emotions by the eyes alone and do not need to process 
the face as a whole (e.g., Whalen et al., 2004), and evidence exists 
that this can be handled subcortically (Liddell et al., 2005; Morris et 
al., 1999; Tamietto et al., 2009; Luo et al., 2007). These findings are 
consistent with the notion that that relatively simple sensory process-
ing by subcortical areas can provide the requisite inputs to structures 
such as the amygdala, bypassing or short-circuiting cortical areas 
(LeDoux, 1996). In contrast to innate trigger stimuli, learned triggers 
are less restricted by species characteristics. Thus, many (though not 
all, as noted above) stimuli can be associated with harm and become 
a trigger of defense circuits later. 

In the field of emotion, the term automatic appraisal is some-
times used when discussing how significant stimuli elicit socalled 
emotional responses automatically (without deliberate control), and 
is contrasted with cognitive or reflective appraisal, where processing 
that is deliberate, controlled and often conscious, determines stimulus 
meaning and predisposes actions (e.g., Arnold, 1960; Bowlby, 1969; 
Frijda, 1986; Lazarus, 1991a, 1991b; Leventhal and Scherer, 1987; 
Lazarus and Folkman, 1984; Smith and Ellsworth, 1985; Scherer, 
1988; Scherer et al., 2001; Sander et al., 2005; Jarymowicz, 2009). 

The stimulus significance evaluations by survival circuits are ob-
viously more in line with automatic, unconscious appraisal mech-
anisms. However, while stimulus evaluations by survival circuits 
is clearly an example of automatic appraisal, one should not be too 
quick to assume that what psychologists refer to as automatic ap-
praisals in humans is identical to survival circuit processing. The lat-
ter probably refers to a narrower set of phenomena than the former, 
at least in humans, if not other species, though the range of phenom-
ena in question clearly overlap. 
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8. Multiple roles of innate and learned stimuli 

So far we’ve seen that unconditioned and conditioned emotional stim-
uli can be thought of in other terms, as unconditioned and condi-
tioned survival circuit triggers. In addition, though, they can also be 
described as incentives—stimuli that motivate instrumental behav-
ior. The same stimuli additionally function as reinforcers—stimuli 
that strengthen the probability that an instrumental response will be 
learned and later performed. Motivation and reinforcement are obvi-
ously closely aligned with the topic of emotion, though these are of-
ten studied separately today. Let’s look more closely at how closely 
intertwined these processes are to one another (Figure 2). 

Figure 2. Multiple Roles for a Conditioned Stimulus. A CS functions as a su-
rvival circuit trigger (by activating a specific survival circuit related to the 
US that was used during conditioning), and as a conditioned incentive and 
a conditioned reinforcer (by way of connections from the survival circuit to 
motivational and reinforcement systems). Other routes by which a CS might 
influence motivational and reinforcement circuitry are not shown.
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Consider a tone that is paired with food. This is a typical method 
used to study positive emotional states in animals. The tone in other 
words is an appetitive Pavlovian CS that elicits innate approach be-
havior. However, it is also a survival circuit trigger, as it can stimu-
late eating, even in satiated rats, by activating hypothalamic circuits 
involved in energy management (Petrovich, 2011). The same CS will 
also function as a conditioned incentive that can modulate instrumen-
tal behaviors (in contrast to the ability of a CS to elicit Pavlovian in-
nate (unconditioned approach) behaviors. Thus, a CS associated with 
food will facilitate performance of an instrumental response that is 
also maintained by food (e.g., bar-pressing for food) (Corbit and Bal-
leine, 2005; Cardinal et al., 2002; Balleine and Killcross, 2006). This 
is called Pavlovian-to-instrumental transfer since the value of the Pav-
lovian CS is transferred to (alters performance of) the instrumental 
response. The degree of transfer depends in part on the similarity of 
the US in the Pavlovian and instrumental tasks. A tone CS can also 
be used to reinforce the learning of a new instrumental response (e.g., 
Holland and Rescorla, 1975). Thus, a hungry rat will learn to press a 
bar simply to receive the tone CS. In this case the tone is considered 
a reinforcer, a second-order or conditioned reinforcer (a first order or 
primary reinforcer would be something like food itself rather than a 
stimulus associated with food). 

Similar relations hold for a tone paired with an aversive US, foot-
shock. The tone CS elicits innate freezing behavior (see above) and is 
thus often described as a conditioned emotional stimulus (conditioned 
fear stimulus in this case). And just as an appetitive CS enhances 
bar pressing for food, and aversive CS suppresses food-maintained 
bar pressing (Estes and Skinner, 1941; Hammond, 1970; Cardinal et 
al., 2002; Balleine and Killcross, 2006). However, an aversive CS 
will also facilitate performance of an aversively motivated behavior 
(Hammond, 1970; Lázaro-Muñoz et al., 2010). Further, just as rats 
will learn to perform new instrumental responses for the sole reward 
of receiving an appetitive CS, they will also learn new instrumental 
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responses that are rewarded by the elimination of an aversive CS (e.g., 
Cain and LeDoux, 2007). 

Although we’ve focused on multiple roles of CSs a similar ar-
gument can be made for USs. These are simply stimuli that innately 
activate survival circuits, promote the performance of consumma-
tory responses (food is eaten, sex is consummated) in their presence, 
or support Pavlovian associative conditioning or instrumental condi-
tioning. 

If we choose, we can thus describe a variety of the effects of so-
called “emotional” stimuli without the use of the adjective “emotional”. 
These are innate or learned stimuli that activate survival circuits and 
trigger the expression of the innate responses controlled by these cir-
cuits, that modulate the performance of learned (previously reinforced) 
instrumental behaviors, and that lead to the reinforcement of new in-
strumental behaviors (Table 1). 

Table 1. Multiple Roles for So-Called ‘‘Emotional’’ Stimuli

1. Survival Circuit Trigger Stimulus Activates a specific survival circuit

Innate (Unconditioned) trigger
Elicits innate responses to stimuli without the need for prior exposure to the stimulus and 
mobilizes other brain resources to deal with the opportunity or challenge presented by 
the innate trigger

Learned (Conditioned) trigger
Potentially elicits innate responses to stimuli after being associated (via Pavlovian condi-
tioning) with an innate trigger; more generally, mobilizes brain resources to deal with the 
challenge or opportunity signaled by the learned trigger

2. Incentive Modulates instrumental goal-directed behavior to help meet the opportunity or challen-
ge signaled by the stimulus that is triggering activation of a specific survival circuit

Innate (unconditioned or primary) 
incentive

Increases approach toward or avoidance of the stimulus in an effort to resolve the chal-
lenge or opportunity present

Learned (conditioned or seconda-
ry) incentive

Invigorates and guides behavior toward situations where the challenge or opportunity 
present can be resolved

3. Reinforcer Supports the learning of Pavlovian or instrumental associations

Innate (unconditioned or primary) 
reinforce

Induces the formation of associations with neutral stimuli that occur in its presence (thro-
ugh Pavlovian conditioning) and to the formation of associations with responses that lead 
to the presentation (appetitive stimuli) or removal (aversive stimuli) of the stimulus (thro-
ugh instrumental conditioning)

Learned (conditioned or second-
-order) reinforce

Induces formation of associations with other stimuli (through Pavlovian second-order 
conditioning) or with goal directed responses (through second-order instrumental con-
ditioning)
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9. Motivation in the survival circuit scheme 

Emotion and motivation were traditionally treated as separate top-
ics. Emotion was viewed as a reaction (e.g., a fearful, angry, dis-
gusted, joyful, or sad emotional reaction) to some environmental sit-
uation, and motivation as a drive from within (e.g., hunger, thirst, or 
sexual drive) (e.g., Hull, 1943; Stellar, 1954). In the late 1960s, the 
emergence of the concept of incentives helped bring these together 
(Bindra, 1969; Trowill et al., 1969). Bindra (1969), for example, ar-
gued that emotion, like motivation, is influenced by internal factors 
(e.g., hormones) and motivation, like emotion, is impacted by exter-
nal stimuli (incentives). 

Motivation, as assessed behaviorally, involves approach toward 
desired outcomes and avoidance of undesired outcomes (Tolman, 
1932; McClelland et al., 1953; Schneirla 1959, Elliot and Church, 
1997; Cofer, 1972; Cofer and Appley, 1964; Miller, 1944; Trowill 
et al., 1969; Bindra, 1969; Davidson, 1993; Gray, 1982; Lang et al., 
1990; Berridge, 2004; Cardinal et al., 2002; Balleine and Dickinson, 
1998; Holland and Gallagher, 2004; Gallagher and Holland, 1994; 
Everitt and Robbins, 2005). So-called approach/avoidance motiva-
tion often occurs in two stages: an anticipatory/exploratory/search 
for goal objects and the performance and consummatory responses 
(innate responses controlled by survial circuits) once goal objects are 
in reach (Sherrington, 1906; Tinbergen, 1951; Cardinal et al., 2002; 
Berridge, 1999, 2007). 

The anticipatory/exploratory/search phase is guided by incentives 
(Bindra, 1968; Trowill et al., 1969; Balleine and Dickinson, 1998; 
Cardinal et al., 2002; Johnson et al., 2009; Petrovich et al., 2002; 
Berridge, 1999, 2007, 2004; Rolls, 1999, 2005; Glimcher, 2003). In-
centives, as noted, are essentially innate or conditioned emotional 
stimuli; in other words, stimuli with the potential to activate survival 
circuits. 

One of the key discoveries that led to the rise of incentive views 
was that stimuli that lacked the ability to satisfy needs and reduce 



37Rethinking the Emotional Brain

drives (for example, the nonnutritive sugar substitute saccharin) were 
nevertheless motivating (Sheffield and Roby, 1950; Cofer, 1972). A 
major consequence was that the connection between motivation and 
specific functional circuits (what we are calling survival circuits) be-
gan to be deemphasized. Motivation became a somewhat generic pro-
cess by which behavior was invigorated and guided toward goals by 
incentives. 

The nucleus accumbens emerged as a key focal point of this gen-
eral motivational system (Graybiel, 1976; Mogenson et al., 1980; Bal-
leine and Killcross, 1994; Killcross and Robbins, 1993; Everitt et al., 
1999; Cardinal et al., 2002; Ikemoto and Panksepp, 1999; Parkinson 
et al., 1999; Koob, 2009; Sesack and Grace, 2010; Berridge, 2007, 
2009; Berridge and Robinson, 1998; Hyman et al., 2006; Nestler, 
2004; Kelley, 2004). Behavioral invigoration or energization was said 
to be a function of dopamine release in the accumbens and incentive 
processing by the accumbens was thought to guide behavior toward 
goals. Other areas involved in incentive motivation, such as the or-
bito-frontal cortex, are not considered here (see Rolls, 1999, 2005). 

A key question is whether motivation is a generic process or 
whether motivationally specific processing by survival circuits might 
be significant as well. While there may indeed be generic aspects of 
motivation (e.g., behavioral invigoration), evidence also supports mo-
tivationally specific information processing as well. At the behavio-
ral level, bar pressing for food by a hungry obtain food is facilitated 
by a conditioned incentive that signals food, is facilitated less by one 
that signals water and is inhibited by one that signals shock (Corbit 
and Balleine, 2005; Hammond, 1970), indicating that motivation is 
tied to specific survival functions. Lateral hypothalamic circuits that 
control energy maintenance through feeding modulate nucleus ac-
cumbens activity (Sears et al., 2010). The accumbens, once thought 
to be mainly involved in processing appetitive stimuli, is now know to 
contribute to the processing of aversive incentives as well (Salamone, 
1994; Schoenbaum and Setlow, 2003; Roitman et al., 2005; Reynolds 
and Berridge, 2008). Within the accumbens information processing 
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segregated along motivational lines—aversive and appetitive stimuli 
are processed separately at the cellular and molecular level (Roitman 
et al., 2005, 2008). While most work is at the level of appetitive ver-
sus aversive states, it would be important to determine whether incen-
tives related to different appetitive survival circuits (e.g., incentives 
related to food versus sex) are processed separately. 

Once incentives have guided the organism to goal objects, innate 
consummatory responses, which are specific to the particular survival 
circuit and function, are initiated. Their termination essentially ends 
the survival (emotional) episode—food is eaten, liquid is drunk, sex 
is consummated, safety is reached. 

Before leaving the topic of motivation of instrumental goal-
directed behavior it is important to mention that such behaviors, when 
repeatedly performed in recurring situations, can become habitual and 
divorced from the actual attainment of the goal. In such cases of stim-
ulus-response habit formation, the neural control switches from the 
ventral to the dorsal striatum (Everitt and Robbins, 2005; Wickens et 
al., 2007; Packard and Knowlton, 2002). 

10. Reinforcement and survival circuits 

Reinforcement and motivation are closely related. Things that mo-
tivate are often reinforcing, and vice versa. Like motivation, rein-
forcement was once linked to drive states (Hull, 1943), but drifted 
toward generic mechanisms over the years. The discovery that beha- 
vior could be reinforced by electrical stimulation of brain areas (Olds 
and Milner, 1954), and findings that electrical reinforcement could 
summate with different natural reinforcers (Coons and White, 1977; 
Conover and Shizgal, 1994), were compatible with a generic mecha-
nism of reinforcement. Similarly, that addictive drugs and natural or 
electrical reinforcers interact (Wise, 2006) is also consistent with a 
generic mechanism. Further, influential mathematical models of rein-
forcement (e.g., Rescorla and Wagner, 1972; Sutton and Barto, 1987) 
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explained learning with singular learning rules. The modern paradig-
matic example of a generic reinforcement mechanism is the role of 
dopamine in the striatum as a reward prediction error signal (Schultz, 
1997). 

Nevertheless, there have from time to time been calls for linking 
reinforcement more directly to specific neurobiological systems. For 
example, Glickman and Schiff (1967) proposed that reinforcement is 
a facilitation of activity in neural systems that mediate species-spe-
cific consummatory acts. In other words, they proposed a link be-
tween reinforcement and motivationally-specific survival circuits. It 
is therefore of great interest that recent work on the role of dopamine 
as a reward prediction error signal is beginning to recognize the im-
portance of specific motivational states in modulating the effects of 
dopamine as a reward prediction error signal (Schultz, 2006; Glim-
cher, 2011). 

The expression of reinforcement as a change in the probability 
that an instrumental response will be performed may well occur via a 
generic system in which the reinforcer strengthens the response (e.g., 
via contributions of dopamine in the striatum to reward prediction er-
rors). But, in addition, survival circuit-specific motivational informa-
tion is likely to contribute at a fundamental level, providing the stim-
ulus with the motivational value that allows it to ultimately engage 
the more generic mechanisms that strengthen instrumental responses 
and that motivate their performance. 

Reinforcement principles have been used by some authors to 
classify emotional states (e.g., Gray, 1982; Rolls, 1999, 2005; Car-
dinal et al., 2002; Hammond, 1970; Mowrer, 1960). In these models 
various emotions defined in terms of the presentation or removal of 
reinforcers. Mowrer (1960), for example, proposed a theory in which 
fear, hope, relief, and disappointment were explained in these terms. 
Later authors have attempted to account for more conventional emo-
tions (fear, sadness, anger, pleasure, etc) as products of the presenta-
tion or removal of reinforcement. This approach suffers from some of 
the same problems as basic emotions theory in that it focuses on com-
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mon language words related to human feelings as the way to identify 
emotion mechanisms in the brain. Perhaps reinforcement, like moti-
vation, might be fruitfully linked to emotional phenomena through the 
survival circuit conception. 

11. Survival circuits and arousal 

Survival circuits are engaged in situations in which challenges and/or 
opportunities exist, in other words what we commonly call emotional 
or motivated situations. So far we have focused on two major conse-
quences of survival circuit activation. One is the elicitation of specific 
kinds of hard-wired behavioral reactions. The second is an increase in 
the probability that instrumental goal-directed actions relevant to the 
opportunity or challenge will be learned (reinforced) and performed 
(motivated)—or, if the situation has been experienced by the individ-
ual repeatedly in the past, stimulus-response habits may substitute for 
incentive guided instrumental goal-directed action. 

A third consequence of survival circuit activation is “general-
ized arousal” (Moruzzi and Magoun, 1949; Lindsley, 1951; Schober 
et al., 2011; Lang, 1994; Pfaff et al., 2008). As originally conceived, 
generalized arousal was a function of the brainstem reticular activat-
ing system (Moruzzi and Magoun, 1949; Lindsley, 1951). Later, the 
undifferentiated reticular activating system concept gave way to the 
notion that distinct populations of chemically specific neurons that 
underlie sleep-wake cycles and the degree of arousal, attention, and 
vigilance while awake (Jouvet, 1969, 1999; Steriade, 1995, 2004; 
Jacobs et al., 1990; Jones, 2003; Aston-Jones, 2005; Monti and Jan-
tos, 2008; Sarter et al., 2005; Arnsten and Li, 2005; Robbins, 2005; 
Nieuwenhuys, 1985; Nishino, 2011). Specifically, neurons that syn-
thesize and release biogenic amines (norepinephrine, dopamine, ser-
otoinin, or acetylcholine) and peptides (e.g., orexins) are believed to 
make significant contributions to brain arousal. While these transmit-
ters are released in widespread areas of the brain, their effects are es-
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pecially profound on neurons that are actively engaged in informa-
tion processing (Aston-Jones et al., 1991; Foote et al., 1983, 1991; 
Aston-Jones and Bloom, 1981). That is, they modulate rather than in-
itiate neural activity, regulating neuronal excitability and neurotrans-
mission (Schildkraut and Kety, 1967; Hasselmo, 1995; Lopez and 
Brown, 1992). Also contributing to generalized arousal are periph-
eral systems that release hormones into the circulation (e.g., cortisol 
released from the adrenal cortex, adrenergic hormones, epinephrine 
and norepinephrine, from the adrenal medulla; and others) (Axelrod 
and Reisine, 1984; McEwen, 2009; Sapolsky et al., 1986). Cortisol 
crosses the blood brain barrier and binds to receptors in a variety 
of areas, while adrenergic hormones affect the CNS indirectly (Mc-
Gaugh, 2000). The modulatory effects of central modulators are rel-
atively rapid, whereas the effects of peripheral hormones are con-
siderably slower, allowing the prolongation of the survival state for 
extended periods of time. 

Generalized arousal has played a key role in a number of the-
ories of emotion over the years (e.g., Duffy, 1941; Lindsley, 1951; 
Schachter and Singer, 1962; Schachter, 1975; Schildkraut and Kety, 
1967; Mandler, 1975; Lang, 1994; Robbins, 1997) and is also impor-
tant in contemporary dimensional theories of emotion (Russell, 1980, 
2003; Russell and Barrett, 1999) and some neural models of emotion 
(e.g., Davis and Whalen, 2001; Gallagher and Holland, 1994; Kapp et 
al., 1994; Lang and Davis, 2006). However, it is important to ask how 
generalized arousal is triggered in emotional situations, and how the 
arousal, once present, affects further processing. Again, the defense 
circuit is useful for illustrative purposes. 

The detection of a threat by defense circuits of the amygdala 
leads to the activation of central neuromodulatory and peripheral 
hormonal systems (see Gray, 1993; LeDoux, 1992, 1995; Davis, 
1992; Rodrigues et al., 2009). Thus, central amygdala outputs target 
dendritic areas of norepinephrine, dopamine, serotonin, and acetyl-
choline containing neurons and cause these to release their chemical 
products in widespread brain areas (e.g., Reyes et al., 2011; Gray, 
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1993; Weinberger, 1995; Kapp et al., 1994). Central amygdala out-
puts also target neurons that activate the sympathetic division of 
the autonomic nervous system, which releases adrenergic hormones 
from the adrenal medulla, and the hypothalamic-pituitary-adrenal 
axis, which releases cortisol from the adrenal cortex (Gray, 1993; 
Talarovicova et al., 2007; Loewy, 1991; Reis and LeDoux, 1987). 
Threats thus not only elicit specific defense responses but also ini-
tiate generalized arousal in the brain and body. Body feedback has 
played an important role in emotion theory for more than a cen-
tury (James, 1884; Lange, 1885/1922; Schachter and Singer, 1962; 
Tomkins, 1962; Adelmann and Zajonc, 1989; Buck, 1980; Dama-
sio, 1994, 1999). 

One consequence of this pattern of connectivity is that central 
and peripheral arousal signals facilitate processing in the survival 
circuit that triggered the activation of arousal. This establishes a 
loop in which continued activation of the survival circuit by exter-
nal stimuli produces continued activation of the modulator release, 
which in turn facilitates the ability of external stimuli to continue 
to drive the survival circuit. Indeed, modulators facilitate activity 
in sensory processing areas (e.g., Hurley et al., 2004), which should 
enhance attention to external stimuli present during survival cir-
cuit activation. Modulators also facilitate processing areas involved 
in retrieving, forming, and storing memories (McGaugh, 2003; 
Roozendaal et al., 2009). All of these effects are recapitulated in 
motivational circuits once the initial reaction begins to give way to 
goal-directed instrumental actions. For example, dopamine contrib-
utes to the invigoration or activation of behavior during the explora-
tory search phase of a motivated state (Berridge 2004; Berridge and 
Robinson, 1998; Robbins and Everitt, 2007). Norepinephrine, sero-
tonin, acetylcholine, orexins and other modulators also contribute. 
While arousal is often discussed in terms of generic (generalized) 
mechanisms, the possibility that some aspects of arousal might be 
survival circuit specific should also be explored (Pfaff et al., 2008; 
Schober et al., 2011). 
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12. Global organismic states 

Survival circuit activation leads to the triggering of arousal responses 
in the CNS and to the potential expression of innate behaviors (de-
pending on the circumstances), as well as expression of autonomic 
nervous system and hormonal responses in the body. Behavioral, au-
tonomic, and endocrine responses feedback to the brain and also con-
tribute to arousal. In addition, motivational systems are activated, po-
tentially leading to goal-directed behaviors (Figure 3). The overall 
result of survival circuit-specific activity, motivational activity, and 
generalized arousal is the establishment of a state in which brain re-
sources are coordinated and monopolized for the purpose of enhanc-
ing the organism’s ability to cope with a challenge and/or benefit 
from opportunities. The organism becomes especially attentive to and 
sensitive to stimuli relevant to the survival function, memories rel-
evant to the survival function are retrieved, and previously learned 
instrumental responses relevant to the survival function are potenti-
ated. New learning occurs and new explicit memories (via the hip-
pocampus and related cortical areas) and implicit memories (mem-
ories stored in the survival circuit) are formed. Such states will be 
referred to here as global organismic states. The fact that these states 
are global does not mean that they completely lack specificity. They 
include survival circuit-specific components, as well as general moti-
vational components that control instrumental behavior and compo-
nents that control nonspecific or generalized arousal within the brain 
and body. 

The notion that emotional and motivated states have profound 
effects on the brain, recruiting widespread areas into the service of 
the immediate situation, monopolizing and/or synchronizing brain re-
sources, has been proposed previously (Gallistel, 1980; Maturana and 
Varela, 1987; Scherer, 2000; LeDoux, 2002, 2008). Particularly rel-
evant is the “central motive state” hypothesis (Morgan, 1943; Hebb, 
1949; Bindra, 1969). Yet, the exact nature of global organismic states 
is poorly understood. In part this is likely attributable to the lack of
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Figure 3. Consequences of Survival Circuit Activation. When a survival circuit 
trigger activates a survival circuit, a number of consequences follow. (1) In-
nate behavioral responses are potentially activated, as well as autonomic 
nervous system (ANS) responses and hormonal responses. These each gen-
erate feedback to the brain. (2) Neuromodulator systems are activated and 
begin to regulate excitability and neurotransmission throughout the brain. 
(3) Goal-directed instrumental behavior is initiated by the motivation system. 
(4) Sensory, cognitive, and explicit memory systems are also affected, leading 
to enhanced attention to relevant stimuli and the formation of new explicit 
memories (memories formed by the hippocampus and related cortical areas) 
and implicit memories (memories formed within the survival circuit).

techniques for assessing neural activity across widespread areas of 
the brain at a sufficiently detailed level of resolution. Measurement 
of BOLD activity in the brains of humans or animals with fMRI al-
lows whole brain analysis of functional activity, but lacks spatial res-
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olution at the level of cells and circuits. Use of molecular markers, 
such as the expression of immediate early gene activity, in relation to 
behavior holds promise. Particularly important would be the devel-
opment of techniques that could provide widespread simultaneous 
assessment of changes in body physiology and brain activation and 
related to survival circuit processing, general-purpose motivational 
processing, and generalized arousal. 

13. Transcending neuroanatomical homology: survival 
throughout the animal world 

Invertebrates do not have the same conserved circuits that vertebrates 
have. However, they face many of the same problems of survival that 
vertebrates do: they must defend against danger, satisfy energy and 
nutritional needs, maintain fluid balance and body temperature, and 
reproduce. As in vertebrates, specific circuits are associated with such 
functions, though different invertebrates have different nervous sys-
tems and different circuits. 

The fact that invertebrate nervous systems are diverse and dif-
fer from the canonical vertebrate nervous system does not mean the 
invertebrates are irrelevant to understanding survival functions (and 
thus so-called emotional behavior) in vertebrates. Much progress 
is being made in understanding innate behaviors related to survival 
functions such as defense, reproduction and arousal in invertebrates 
such as Drosophila (Wang et al., 2011; Lebestky et al., 2009; Dick-
son, 2008) and C. elegans (McGrath et al., 2009; Pirri and Alkema, 
2012; Garrity et al., 2010; Bendesky et al. 2011). In these creatures, 
as in mammals and other vertebrates, G protein-coupled receptors 
and their regulators play key roles in modulating neuronal excitability 
and synaptic strength, and in setting the threshold for behavioral re-
sponses to incentives associated with specific motivational/emotional 
states (Bendesky and Bargmann, 2011). Biogenic amines and their G 
protein-coupled receptors also play a key role in arousal and behavio-
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ral decision making in Drosophila (Lebestky et al., 2009) and C. ele-
gans (Bendesky et al., 2011) as in vertebrates (see above), and genetic 
mechanisms underlying survival-based learning in invertebrates. For 
example, such as in Aplysia californica many of the neurotransmit-
ters (e.g., glutamate), neuromodulators (e.g., serotonin, dopamine), 
intracellular signals (e.g., protein kinase A, map kinase), transcrip-
tion factors (e.g., cyclic AMP response element binding protein) in-
volved in defense conditioning Aplysia (e.g., Hawkins et al., 2006; 
Kandel, 2001; Carew and Sutton, 2001; Glanzman, 2010; Mozzachi-
odi and Byrne, 2010) have been implicated in defense conditioning in 
the mammalian amygdala (see Johansen et al., 2011). Further, studies 
in Drosophila have implicated some of the same intracellular signals 
and transcription factors in defense-based learning (Dudai, 1988; Yo-
vell et al., 1992; Yin and Tully, 1996; Margulies et al., 2005). 

Similarities at the cellular and molecular level, and presumably at 
the level of genes that encode these processes, across diverse groups 
of animals is impressive evidence for conserved principles of organ-
ization underlying survival functions. However, an important ques-
tion is whether there might be more fundamental circuit principles 
that are instantiated at the microcircuit level in nervous systems that 
are superficially distinct. If so, the key to understanding the relation 
of survival functions across invertebrates and vertebrates is likely 
to involve conserved principles of organization at the microcircuit 
level rather similarity of anatomical structures or molecules (David 
Anderson, personal communication). Very interesting examples are 
emerging from studies of olfactory processing, for which analogies in 
behaviorally relevant peripheral odor-encoding and central represen-
tation occur using similar organizational principles in anatomically 
distinct (nonhomologous) structures in Drosophila and rodents (see 
Bargmann, 2006; Sosulski et al., 2011; Wang et al., 2011). 

Survival functions instantiated in specific neural circuits likely 
reflect conserved neural principles. We should at least be amenable 
to the possibility that defense, reproduction, and other survival func-
tions in humans, may be related to survival functions in invertebrates. 
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This notion is not likely to be surprising to card carrying compara-
tive neurobiologist, but might meet more resistance from researchers 
who study humans since survival functions account for some funda-
mental emotional functions in humans, and in humans emotions are 
often equated with or closely tied to feelings. But the thrust of what 
has been said here is that survival functions should not be treated as 
qualitatively differently in humans and other mammals, in mammals 
and other vertebrates, in vertebrates and invertebrates. As noted ear-
lier, a case can even be made that solutions to fundamental problems 
of survival are in the final analysis derived from solutions to these 
problems present primordial single-cell organisms. 

14. Survival circuits and human feelings: what is an  
emotional state? 

When the term “emotional state” is used, the user typically has the 
notion of “feeling” in mind. This article is an attempt to redefine the 
nature of such states, at least the components of such states that are 
shared across mammalian species (and likely across vertebrates, and 
to some extent in invertebrates as well). Nevertheless, the history of 
emotion research and theory is for the most part the history of trying 
to understand what feelings are and how they come about. It is thus 
important to comment on the nature of feelings and their relation to 
survival circuits. 

One might be tempted to conclude that global organismic states, 
or at least the central representation of such sates, constitute neural 
correlates of feelings. Global organismic states make major contribu-
tions to conscious feelings but the two are not the same. Global organ-
ismic states are part of the raw material from which certain classes of 
feelings are constructed (those feelings associated with survival cir-
cuit activation). But they could, and likely do, exist, independent of 
feelings, at least in relation to what humans call feelings. My proposal 
is that these kinds of feelings (those associated with survival circuit 
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activation) occur in humans when consciousness (1) detects that a sur-
vival circuit is active or witnesses the existence of a global organismic 
state initiated by the activation of a survival circuit in the presence of 
particular kind of challenge or opportunity and (2) appraises and la-
bels this state. These are not the only kinds of feelings that can occur 
in humans. Other kinds include feelings associated with higher-order 
or social emotions (guilt, shame, envy, pride) or sensory feelings (a 
pleasant touch or an annoying itch). 

What about other animals? To the extent that nonhuman organ-
isms have consciousness and cognition, capacities that allow the ob-
servation, appraisal, and categorization of survival circuit activity or 
global organismic states, they can have feelings when survival cir-
cuit activity or global organismic states occur. To the extent that the 
mechanisms of consciousness and cognition differ in different ani-
mals (with humans included as an animal), and to the extent that the 
mechanisms underlying survival circuit or global organismic states 
themselves differ, feelings will be different. This leaves open the 
possibility that conscious feelings can be present in other mammals, 
other vertebrates, or even in invertebrates. But rather than engaging 
in idle speculation about this, criteria can be offered that can help 
address the question. Specifically, if we can understand what under-
lies conscious feelings in humans, we can then search for whether 
those mechanisms are present, and to what extent they are present, 
in other animals. 

This, you probably noticed, is a different approach from the one 
advocated earlier for survival circuits. We now ask whether processes 
in humans are present in other animals. But just as the survival circuit 
question should be asked about whether mechanisms in other animals 
are present in humans, the question of whether mechanisms shown 
to be present in humans are present in other animals seems only ad-
dressable in the other direction. We can never know whether another 
animal has conscious emotional feelings, but we might be able to de-
termine whether the mechanisms that make of consciousness and feel-
ings possible in humans also present in other animals. 
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The fact is that the brain mechanisms that underlie conscious 
emotional feelings in humans are still poorly understood. However, 
this should not stand in the way of understanding survival functions 
and the states that occur in the brain when the circuits mediating sur-
vival functions are activated. There is much work to be done even if 
we don’t have viable solutions to the problems of conscious feelings. 

Research on feelings is complicated because feelings cannot be 
measured directly. We rely on the outward expression of emotional 
responses, or on verbal declarations by the person experiencing the 
feeling, as ways of assessing what that person is feeling. This is true 
both when scientists do research on emotions, and when people judge 
emotions in their social interactions with one another. 

When not wearing a scientific hat, most of us apply introspec-
tively based concepts to other animals. When a deer freezes to the 
sound of a shotgun we say it is afraid, and when a kitten purrs or a 
dog wags its tail, we say it is happy. In other words, we use words 
that refer to human subjective feelings to describe our interpretation 
of what is going on in the animal’s mind when it acts in way that has 
some similarity to the way we act when we have those feelings. Some 
authors also claim that similarity of behavior is strongly suggestive 
of similarity at the level of subjective experience (Panksepp, 1998, 
2005) or more generally that humans know what an animal feels from 
observing its behavior (Bekoff, 2007; Masson and McCarthy, 1996). 
But it’s hard to justify anthropomorphic speculation in science. Pank-
sepp has attempted this (Panksepp, 1982; 1998, 2000; 2005), but few 
scientists are convinced that this is the way to go, as there is no way 
to objectively verify what another organism experiences. 

So what’s the difference, if any, between attributing feelings to 
other people and to other animals? There is a strong rationalization 
for assuming all humans have subjective mental states, such as feel-
ings, that are similar in kind. In the absence of genetic mutations of 
the nervous system or acquired brain damage, each human possesses 
the same basic kind of brain, a brain with the same basic neural sys-
tems, as every other human. As a result we expect that other people 
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have the same kinds of basic brain functions, and corresponding men-
tal capacities, that we have, and we can assume with some confidence 
that other people experience the same kinds of feelings we do when 
we they behave the way we behave when we have those feelings (un-
less they are being intentionally deceitful). We can therefore fairly 
comfortably apply our introspections about our own feelings to the 
mental states of other people on the basis of their behavior. 

We should not, however, be so comfortable in talking about the 
mental states of other species because their brains differ from ours. 
A key question, of course, is whether their brains differ from ours in 
ways that matter. In other words, do the brain areas responsible for 
states of consciousness, such as feelings, differ in humans and other 
animals? 

There is considerable support for the idea that states of conscious-
ness are made possible, at least in part, through the representation of 
experience in a cognitive workspace involving neocortical areas, es-
pecially prefrontal and parietal cortical areas (Crick and Koch, 1990, 
2004, Dehaene and Changeux, 2004, Baars, 2005; Frith and Dolan, 
1996; Frith et al., 1999; Frith, 2008; Shallice, 1988; Shallice et al., 
2008). To the extent that feelings are states of consciousness about 
emotional situations, they should be represented in these cognitive 
workspace circuits (LeDoux, 1996, 2002, 2008). The idea proposed 
here is that conscious feelings result when global organismic states 
are represented in the cognitive workspace. The basic ingredients of 
the global organismic state would include information about the stim-
ulus and other aspects of the social and physical environment, the sur-
vival circuit the stimulus activates, CNS arousal initiated by the sur-
vival circuit, feedback from survival responses that are expressed in 
the body, and long-term memories (episodic and semantic) about the 
stimulus and about the resulting state (Figure 4). Thus, in the presence 
of a survival circuit trigger (a.k.a. an emotional stimulus), the various 
ingredients would be integrated, and the resulting state categorized by 
matching the state with long-term memory stores. When this occurs, a 
conscious feeling of the global organismic state begins to exist. Such 
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Figure 4. Ingredients of geelings in a cognitive workspace. An emotional 
feeling is hypothesized to be a representation of a global organismic state 
initiated by an external stimulus. The representation includes sensory infor-
mation about the stimulus and the social and physical context, information 
about the survival circuit that is active, information about CNS arousal, body 
feedback information, and mnemonic information about the stimulus situ-
ation and the state itself. When such a global organismic state is categorized 
and labeled a conscious feeling of a certain type (e.g. a feeling of fear, ple-
asure, disgust, etc) results. To the extent that any of these components differ 
in human and nonhuman species, the nature of the resulting state would 
differ as well.

a state, having been categorized on the basis of memories of similar 
states, could be dimensional in nature (just based on arousal and va-
lence) or could take on specific qualities (could be more like what one 
felt when previously in danger than when frustrated or when enjoy-
ing a tasty meal). Labeling of the state with emotion words adds ad-
ditional specificity to the experience, creating specific feelings (fear, 
pleasure, disgust, etc). 

Dorsolateral prefrontal cortex, a key component of the cogni-
tive workspace, is lacking in most other mammals, and is less de-
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veloped in nonhuman primates than in humans (Reep, 1984; Braak, 
1980; Preuss, 1995; Wise, 2008). In humans, granular prefrontal cor-
tex also has unique cellular features (Semendeferi et al., 2011). Given 
that feelings are a category of conscious experience, the usual mecha-
nisms of conscious experience should be at work when we have emo-
tional experiences (LeDoux, 1996, 2002, 2008). And given that some 
of the neural mechanisms involved in conscious representations may 
be different in humans and other animals, we should be cautious in 
assuming that the subjectively experienced phenomena that humans 
label as feelings are experienced by other animals when they engage 
in behaviors that have some similarity to human emotional behavior. 
In short, if the circuits that give rise to conscious representations are 
different in two species, we cannot use behavioral similarity to argue 
for similarity of conscious feelings functionally. These observations 
add neurobiological substance to the point famously argued by the 
philosopher Thomas Nagel. He proposed that only a bat can experi-
ence the world like a bat, and only a human can experience the world 
like a human (Nagel, 1974). We should resist the inclination to apply 
our introspections to other species. 

Also, given that humans are the only organisms with natural lan-
guage, and language allows a unique mode of information process-
ing in the human brain, we need to be very cautious when we make 
assumptions about nonhuman behavior regarding processes that lan-
guage affects. While the idea that language affects thought and con-
scious experience (Whorf, 1956) was out of favor for a while, it has 
reemerged as an important principle in recent times (Lakoff, 1987; 
Lucy, 1997). One way that language is important is that it allows the 
semantic categorization of experience, including emotional experi-
ence. For example, there are more than 30 words in English for gra-
dations of fear (fear, panic, anxiety, worry, trepidation, consternation, 
etc.) (Marks, 1987). The human brain may be able to categorize emo-
tional states in broad strokes without language but it is unlikely that 
specific emotions (fear, anger, sadness, joy) could come about with-
out words. Accordingly, lacking language and emotion words, an ani-
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mal brain cannot partition emotional experience in this way. In short, 
the language of emotion likely contributes to the experiences one has 
in emotional situations (Schachter, 1975; Johnson-Laird and Oatley, 
1989; Scherer, 1984; Reisenzein, 1995). Indeed, different cultures and 
their languages express emotions differently (Kitayama and Markus, 
1994; Wierzbicka, 1994; Averill, 1980). The dimensional theory of 
emotion views emotion words as markers in a multidimensional se-
mantic space of feelings (Russell, 1980; Russell and Barrett, 1999). 
The dimensional theory is incompatible with a basic emotions view, 
since the latter argues that feelings associated with basic emotions are 
due to hard-wired circuits, but is compatible with the survival circuit 
view, which posits indirect and nonobligatory, as opposed to casual, 
links between survival circuits and feelings. 

But the impact of language goes far beyond simple semantics and 
labeling. We use syntactic processes to evaluate the logical truth of 
propositional statements. While not all human thought involves propo-
sitional statements and logic, syntactic processing provides the human 
brain and mind with unique features and advantages. Through syntax, 
the human mind can simulate who will do what to whom in a social 
situation instantaneously rather than having to learn by trial and error. 

So what then might a bat or a rat experience without the kind of 
cerebral hardware that is characteristic of the human brain? Some 
have proposed that in addition to full blown feelings that humans talk 
about, more basic, less differentiated feelings (crude states of positive 
or negative valence, or maybe even somewhat finer categories based 
on memory of feelings from the past in similar situations) may exist 
in other animals. Such states have been called core affects (Panksepp, 
1998, 2005; Damasio. 1994, 1999; Barrett et al., 2007; Russell, 2003). 
While we cannot ask other animals about their feelings, studies of hu-
mans can begin to unravel how such states are experienced. Similarity 
of the structure of these circuits in animals might then provide insight 
into their function in other animals (Panksepp, 1998, 2005), provided 
that we do a good job of clarifying the function of the circuits in ques-
tion (see survival circuit discussion above). 
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Consciousness and feelings are topics that are best studied in hu-
mans. Research on the neural basis of feelings in humans is in its in-
fancy (Panksepp, 1998; 2005; Damasio, 2003; Damasio et al., 2000; 
Ochsner et al., 2002; Barrett et al., 2007; Rudrauf et al., 2009; Critch-
ley et al., 2004; Pollatos et al., 2007). We will never know what an 
animal feels. But if we can find neural correlates of conscious feel-
ings in humans (and distinguish them from correlates of unconscious 
emotional computations in survival circuits), and show that similar 
correlates exists in homologous brain regions in animals, then some 
basis for speculating about animal feelings and their nature would ex-
ist. While such speculations would be empirically based, they would 
nevertheless remain speculations. 

15. Future directions of research 

There are many topics that need further exploration in the study of 
emotional phenomena in the brain. The following list is meant to 
point out a few of the many examples and is not meant to be exhaus-
tive. 
1.	 The circuit underlying defense in rodents is fairly well charac-

terized and provides a good starting point for further advance-
ment. An important first step is elucidation of the exact relation 
between innate and learned defense circuits. Paradigms should be 
devised that directly compare circuits that are activated by innate 
and learned cues of the same sensory modality and that elicit sim-
ilar behavioral defense responses (freezing, escape, attack, etc). 
Comparisons should proceed in stepwise fashion within a species, 
with variation in the stimulus and response modalities (though 
mundane, systematic studies are important). 

2.	 More information is also needed regarding the manner in which 
external stimuli function as defense triggers, incentives, and re-
inforcers within defense circuits. Tasks should be developed that 
can be readily applied across species, but at the same time easily 
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tailored to species-specific factors. Further exploration of whether 
there are different circuits for defense in different contexts would 
also be useful. 

3.	 How do innate and learned stimuli trigger, motivate and reinforce 
behaviors in nondefense survival circuits? What are the evalua-
tive mechanisms that process such stimuli within specific survival 
circuits (e.g., energy/nutrition, fluid balance, reproduction, etc)? 
While incentives and reinforcers have been studied extensively in 
the context of generic appetitive processes, also of interest is the 
relation of such stimuli to the specific survival circuit on which 
they depend. 

4.	 Can survival circuits be further differentiated? For example, to 
what extent do different forms of defense utilize different cir-
cuits? Beyond classifications based on the sensory modality that 
detects threats and whether the threat is learned or unlearned, are 
there different circuits for threats related to conspecifics, preda-
tors, ingested substances, territory, etc. Similar questions arises 
for each survival circuit category. 

5.	 When a given brain area is involved in multiple survival func-
tions, an effort should be made to determine the extent to which 
underlying cellular mechanisms might make distinct contribu-
tions. For example, the LA and BA and nucleus accumbens have 
been implicated in defensive and appetitive behaviors. As noted 
above, single unit recordings suggest some independence of re-
sponses to aversive and appetitive stimuli in these areas. How-
ever, questions remain. Do amygdala or accumbens cells simply 
encode positive and negative valence or are they tied to more spe-
cific survival functions? This is readily explored by examining 
cellular responses to incentive stimuli related different forms of 
appetitive motivation. For example, do the cells that respond to 
incentives related to food, drink and reproduction overlap or are 
they survival-function specific? Single unit recordings are often 
restricted to one or a small number of brain areas. New molecu-
lar imaging techniques are beginning to allow such differences to 
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be explored at the cellular level across the whole brain. A recent 
study by Lin et al. (2011) showing distinct populations of cells in 
the ventromedial hypothalamus that contribute to mating and in-
truder attack is a prime example. Genetic tools can also be used 
to provide more detailed information about connectivity, includ-
ing connectivity at the level of brain areas but also between spe-
cific cell types. Such approaches have begun to be used but sys-
tematic studies are needed. 

6.	 It is generally assumed that circuits underlying defense, energy, 
fluid balance, reproduction, thermoregulation, and other survival 
functions interact, but this has been not been studied to any sig-
nificant degree. This is a particularly important topic that is best 
pursued by methods that allow evaluation of concurrent activity 
in the multiple brain areas, such as fMRI in humans and fMRI 
and molecular imaging in animals. Studies comparing activity 
patterns across the whole brain in response processing signals 
related to various survival circuit functions could provide very 
important information, especially if animal and human projects 
use related behavioral paradigms. If homologies are found at the 
level of brain areas between humans and other mammals, molec-
ular imaging can be used in animal studies to search for unique 
microcircuits that differentiate between functions and the cellu-
lar and synaptic level. 

7.	 Techniques are needed to assess physiological activity at the cel-
lular level across the whole brain and throughout the body (global 
organismic states) in the presence of biological significant stimuli 
(triggers of survival circuit activity or motivating incentives,) and 
during the performance of innate or learned survival responses as 
well as goal directed responses. It will be especially useful to de-
velop analytic tools that will be able to separate contributions that 
are survival circuit specific from more general purpose mecha-
nisms, such as nonspecific arousal, and generic aspects of rein-
forcement and instrumental behavior control. 
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8.	 More comparative work is needed to elucidate similarities and 
differences in survival functions and circuits between various 
groups of vertebrates. Particularly pressing are studies of non-
-mammalian vertebrates. 

9.	 What is the relation of survival functions in invertebrates to ver-
tebrates? Are there conserved molecules or genes, or conserved 
computational principles, that underlie anatomically distinct 
kinds of circuits but that perform similar survival functions in 
vertebrates and invertebrates? 

10.	 Explorations of the mechanisms underlying conscious emotional 
feelings in humans should be pursued more vigorously, includ-
ing full-blown conscious feelings (feelings of fear, joy, sadness, 
shame, embarrassment) and coarser conditions (pleasant or un-
pleasant feelings). This information is important because feel-
ings are such a defining feature of human mental life. But in ad-
dition with such information it will then be possible to ask if the 
required mechanisms of a given kind of conscious state are pre-
sent in other animals. Even if the mechanisms are present, the re-
sults would not allow the conclusion that other animals have feel-
ings that are homologous with human feelings. However, such a 
result would at least provide a basis for saying whether there is a 
physical possibility for such states in other animals. 

16. Conclusion 

The survival circuit concept provides a conceptualization of an im-
portant set of phenomena that are often studied under the rubric of 
emotion—those phenomena that reflect circuits and functions that 
are conserved across mammals. Included are circuits responsible for 
defense, energy/nutrition management, fluid balance, thermoregula-
tion, and procreation, among others. With this approach, key phenom-
ena relevant to the topic of emotion can be accounted for without as-
suming that the phenomena in question are fundamentally the same 
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or even similar to the phenomena people refer to when they use emo-
tion words to characterize subjective emotional feelings (like feeling 
afraid, angry, or sad). This approach shifts the focus away from ques-
tions about whether emotions that humans consciously experience 
(feel) are also present in other mammals, and toward questions about 
the extent to which circuits and corresponding functions that are rel-
evant to the field of emotion and that are present in other mammals 
are also present in humans. And by reassembling ideas about emo-
tion, motivation, reinforcement, and arousal in the context of survival 
circuits, hypotheses emerge about how organisms negotiate behavio-
ral interactions with the environment in process of dealing with chal-
lenges and opportunities in daily life. 
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Abstract

Survival of altricial infants depends on attachment to the caregiver, 
which requires infants to learn and maintain proximity to the caregiver 
to elicit caregiving. Using the literature on infant rats, we review the 
neurobiology of attachment, where learning about the caregiver is 
supported by a unique neural circuitry to ensure the infant-caregiver 
relationship is rapidly formed and maintained. Born deaf and blind, 
neonatal rat pups rely on the mother’s odor, which is rapidly learned 
during both the prenatal and postnatal period. The brain’s attach-
ment circuit relies on a hyperfunctioning locus coeruleus and copi-
ous amounts of norepinephrine to produce learning-induced changes 
in the olfactory bulb and anterior piriform cortex. Infants also pos-
sess a reduced ability to acquire learned amygdala-dependent aver-
sions or fear, which is facilitated through attenuated amygdala ac-
tivity. This attachment circuitry constrains the infant to only learned 
preferences and prevents aversion to the caregiver, regardless of the 
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quality of care received. This attachment system is preserved in abu-
sive attachment learning to maintain pup contact with the caregiver, 
although later in life, depressive-like behaviors and amygdala dys-
function emerge. These results suggest that the effects of early life 
maltreatment target the amygdala, disrupt infant social behavior, and 
produces adult depressive-like behavior. 

1. Introduction

The infant and parent/caregiver form a reciprocal bond and the past 60 
years of research have shown this earliest relationship has profound 
and enduring effects on emotion, cognition, and brain development. 
It was the combined insights of perceptive clinicians and researchers 
working with nonhuman animals that linked disturbed maternal care/
separation and disturbed emotional and cognitive functioning that 
began in infancy and lasted into adulthood (Bowlby, 1969; Harlow 
and Harlow, 1965; Hofer, 2006). These pioneering studies provided 
a foundation for the field of early life experience and provided a uni-
fying clinical and basic research theme that maternal behaviors were 
critical for the normal development of infants. Almost immediately 
the paradigm of infant separation from the mother, which is some-
times called maternal deprivation, became an important paradigm that 
permitted easily defined and measureable variables. 

More recently, the approaches that define maternal care quality or 
mimic maternal care by providing/removing pups with specific sen-
sory stimulation and/or handling have emerged (reviews Hofer and 
Sullivan, 2008; Romeo, Tang and Sullivan, 2009). Implicit in this ap-
proach is that the maternal-infant relationship is critical in program-
ing infants’ emotional and cognitive development. A more immedi-
ate role of maternal behavior is to meet the needs of the infant to 
ensure survival. Indeed, the infant’s social behaviors are well-created 
to form and maintain the infant-caregiver social relationship. The in-
fants of many altricial species must learn to recognize their caregiver 
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as the target of their social behavior, and continue to express proxim-
ity-seeking behaviors toward their caregiver in order to receive food, 
protection, and warmth necessary for survival. This learning about the 
caregiver and the emergence of social behavior directed toward the 
caregiver is referred to as bonding and attachment, and this process 
has wide phylogenetic representation, including chicks, rodents, non-
human primates, and humans. Here, we review the literature on in-
fant attachment learning and the underlying neural circuitry that me-
diate early infant-caregiver social interactions, the transitioning role 
of this behavior and circuitry during development, and the enduring 
effects of early life experience on both the attachment circuitry and 
adult behavior. 

2. Early-life social behavior: attachment learning

Attachment learning occurs in many species, including rats (Teicher 
et al., 1978; Blass and Teicher, 1980; Alberts and May, 1984; Ris-
ser and Slotnick, 1987; Polan and Hofer, 1998), rabbits (Hudson and 
Distel, 1983; Hudson, 1985), mice (Hennessy, Li, and Levine, 1980; 
Coppola, Coltrane, and Arsov, 1994; Moles, Kieffer, and D’Amato, 
2004; Armstrong, DeVito, and Cleland, 2006; Roth et al., 2013), and 
nonhuman primates (Hennessy, Maken, and Graves, 1995, 2002; 
Carter and Keverne, 2002; DeVries, Glasper, and Detillion, 2003). 
During this time of dependency upon the mother, the infants’ behav-
iors are focused on keeping physical contact with the mother. The sen-
sory stimuli controlling this attachment varies with each species but 
in the infant rat, this behavior is controlled by maternal odor (Galef 
and Kaner, 1980; Leon, 1992). Once pups contact the mother’s ven-
trum, perioral somatosensory cues combined with maternal odor be-
come proximal maternal stimulus for nipple attachment (Hofer, Shair, 
and Singh, 1976; Teicher and Blass, 1977; Polan and Hofer, 1998). 

When the importance of maternal odor was first discovered, it was 
assumed to be a pheromone since it functions to control pups’ behav-
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ior at birth (Leon, 1992). The maternal odor elicits approach, physical 
contact with the mother, and nipple attachment. Without the maternal 
odor, pups show greatly diminished contact with the mother, failure to 
nipple attach and exhibit low survival rates (Blass and Teicher, 1980; 
Hofer et al., 1976; Raineki, Moriceau and Sullivan, 2010). However, 
it was quickly discovered that the maternal odor is learned (Leon, 
1975; Rudy and Cheatle, 1977; Brunjes and Alberts, 1979; Galef and 
Kaner, 1980; Pedersen, Williams, and Blass, 1982; Campbell, 1984; 
Sullivan et al., 1986a; Miller, Jagielo, and Spear, 1989; Sullivan et 
al., 1990; Terry and Johanson, 1996). Any neutral odor appears to 
be able to become the maternal odor simply by placing a novel odor 
(i.e. peppermint or citral) on the mother during mother-infant interac-
tions (Galef and Kaner, 1980; Alberts and May, 1984; Sullivan et al. 
1990). Controlled classical conditioning experiments performed out-
side the nest without the mother also demonstrated that pups needed 
to learn the maternal odor (Spear, 1978;  Haroutunian and Camp-
bell, 1979; Sullivan et al., 1986b; Camp and Rudy, 1988; Sullivan et 
al., 2000; Roth and Sullivan, 2005; Moriceau et al., 2006;  Raineki, 
Moriceau, and Sullivan, 2010). Indeed, pairing a novel odor with a 
reward is sufficient to produce both learned odor preferences (dem-
onstrated by an approach to the odor) and nipple attachment. Many 
stimuli seem to be capable of functioning as a reward to support this 
early learning: pairing a novel odor with milk, warmth, nursing, and 
tactile stimulation or stroking to mimic grooming all support odor at-
tachment learning (Galef and Sherry, 1973; Leon, 1975; Johanson 
and Hall, 1979; Johanson and Teicher, 1980; Brake, 1981; Pedersen, 
Williams, and Blass, 1982; Alberts and May, 1984; Sullivan, Hofer, 
and Brake, 1986; Weldon, Travis, and Kennedy, 1991; McLean et al., 
1993; Wilson and Sullivan, 1994). Finally, the maternal odor contin-
ues to be learned repeatedly throughout the early life, perhaps because 
the maternal odor changes as the mother eats new foods (Pedersen, 
Williams, and Blass, 1982). 

 Somatosensory input is also important for pups’ normal inter-
actions with their mother as denervation of the whisker or whisker 
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clipping greatly disrupts nipple attachment and interactions with the 
mother (Hofer et al., 1981). Learning also occurs within this sensory 
system: passive whisker stimulation paired with a reward results in 
stimulation-evoked movements of body elements such as increased 
body, head, and oromotor activity in pups as early as 1 day old, sug-
gesting this whisker stimulation has functional significance (Landers 
and Sullivan, 1999a; Landers and Zeigler, 2006; Welker, 1964). To-
gether, this research indicates that the maternal odor is used for early 
attachment but interacts with the somatosensory system. 

3. Attachment learning circuitry 

We have begun to document the neural circuit that supports attach-
ment learning. The olfactory bulb, which is the first relay station for 
odor information within the brain, appears critical for this odor learn-
ing to occur. However, attachment learning is also associated with 
plasticity in the anterior piriform cortex, which receives direct infor-
mation from the olfactory bulb and is part of the olfactory cortex. This 
learning occurs not only in response to odors experienced in the nest 
(Sullivan et al., 1990), but also in controlled learning experiments 
outside the nest (Sullivan et al. 1986a; Sullivan, Hofer, and Brake, 
1986b; Woo, Coopersmith, and Leon, 1987; Johnson, Woo, Duong, 
Nguyen and Leon, 1995; Moriceau and Sullivan, 2004a,b; Roth and 
Sullivan, 2005; Yuan at al., 2002, 2003; Sullivan and Wilson, 1991; 
Wilson, Sullivan and Leon, 1987; Raineki, Moriceau, and Sullivan, 
2010). These learning-induced olfactory bulb changes are attributa-
ble to the large influx of norepinephrine (NE) released from the LC 
(Shipley, Halloran, de la Torre, 1985), which prevents the mitral cells 
of the olfactory bulb from habituating to continual olfactory stimu-
lation (Sullivan, Wilson, and Leon, 1989; Sullivan et al., 1992; Sul-
livan et al., 2000b; Wilson, Sullivan, and Leon, 1987; Okutani et al., 
1998). In the infant, the abundant amount of NE released to the olfac-
tory bulb is inducible by a wide range of sensory stimuli (Nakamura 
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and Sakaguchi, 1990; Rangel and Leon, 1995). Furthermore, NE is 
both necessary and sufficient for the learning-induced behavioral and 
neural changes displayed in the infant. At the molecular level, NE 
also increases CREB phosphorylation (pCREB) via cAMP stimula-
tion (McLean et al., 1999; Yuan et al., 2003; Zhang et al., 2003). This 
ultimately activates the transcription of immediate-early and late-re-
sponse genes whose read-outs support synapse formation, neurogen-
esis, and learning (Bekinschtein et al., 2008; Tao et al., 1998). This 
is a common cellular cascade that supports learning in many spe-
cies throughout development (Carew, 1996; Carew and Sutton, 2001; 
Rankin, 2002). However, what is unique to pups is the unique role 
of NE, which plays a more modulatory role in adult learned behavior 
(Ferry and McGaugh, 2000; McGaugh, 2006). In summary, the data 
we have reviewed thus far suggest that the contingent events of stim-
ulus-induced NE release from the LC and NE-induced physiological 
and molecular changes in the olfactory bulb and anterior piriform cor-
tex support the neural plasticity responsible for the acquisition of ol-
factory-based attachment behavior in the infant rat.

	  

4. Fear and amygdala are attenuated in early life 

Infant attachment learning is also characterized by limitations in 
aversive and fear learning. This was first demonstrated in an im-
printing paradigm where shocking a chick actually enhances follow-
ing of the surrogate caregiver, although shock supports avoidance 
just hours after the imprinting critical period closes (Hess, 1962; Ra-
jecki, Lamb, and Obmascher, 1978b; Salzen, 1970). Similarly�������, shoc-
king an infant dog or rat results in a strong attachment to the care-
giver (Camp and Rudy, 1988; Roth and Sullivan, 2005; Sullivan, 
Hofer, and Brake, 1986; Sullivan et al., 2000a; Spear, 1978; Stan-
ley, 1962). Infant primates and both human and nonhuman primates 
exhibit strong proximity-seeking behavior toward an abusive mother 
(Harlow and Harlow, 1965; Maestripieri, Tomaszycki, and Carroll, 
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1999; Sanchez, Ladd, and Plotsky, 2001; Suomi, 2003). This redu-
ced fear/inhibition in infant rats has also been demonstrated in more 
controlled experiments in a laboratory setting: pups show suppressed 
fear to predators and attenuated inhibitory conditioning, and passive 
avoidance until after postnatal day 10-12 (Blozovski and Cudennec, 
1980; Camp and Rudy, 1988; Collier et al., 1979; Goldman and To-
bach, 1967; Haroutunian and Campbell, 1979; Stehouwer and Camp-
bell, 1978; Sullivan et al., 2000a; Myslivecek, 1997). Indeed, aver-
sive stimuli such as moderate shock and tailpinch, when paired with 
odor, support learned odor preferences in infant rats (Spear, 1978; 
Camp and Rudy, 1988; Haroutunian and Campbell, 1979; Moriceau 
et al., 2006; Moriceau and Sullivan, 2006; Roth and Sullivan, 2005; 
Sullivan, Hofer, and Brake, 1986; Sullivan et al., 2000a), despite an 
apparent pain response (Barr, 1995; Collier and Bolles, 1980; Emer-
ich et al., 1985; Shair et al., 1997; Fitzgerald, 2005; Stehouwer and 
Campbell, 1978). 

It appears that the lack of amygdala plasticity may play a lead-
ing role in pups’ limited aversion learning since the functional emer-
gence of the amygdala appears to coincide with the emergence of 
this learning (Blozovski and Cudennec, 1980; Collier et al., 1979; 
Myslivecek, 1997; Roth and Sullivan, 2005; Moriceau and Sullivan, 
2006; Moriceau et al., 2006; Moriceau et al., 2004; Wiedenmayer 
and Barr, 2001). In older animals ranging from rodents to humans, 
amygdala activity is readily evoked by aversive stimuli in classical 
conditioning and natural fear paradigms (Davis, 1997; Fanselow and 
Gale, 2003; Fanselow and LeDoux, 1999; Herzog and Otto, 1997; 
Maren, 2003; McGaugh, Roozendaal, and Cahill, 1999; Pape and 
Stork, 2003; Pare, Quirk, and LeDoux, 2004; Rosenkranz and Grace, 
2002; Sananes and Campbell, 1989; Schettino and Otto, 2001; Seve-
linges et al., 2004; Blair et al., 2001; Sigurdsson et al., 2007).

Amygdala immaturity does not seem to underlie the lack of in-
fant amygdala plasticity, although amygdala developmen�������������t is protrac-
ted (Bayer, 1980; Mizukawa, Tseng and Otsuka, 1989; Berdel, Morys, 
and Maciejewska, 1997; Morys et al., 1999; Nair and Gonzalez-Lima, 
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1999; Berdel and Morys, 2000b; Berdel and Morys, 2000a; Bouw-
meester, Smits and Van Ree, 2002; Cunningham, Bhattacharyya, and 
Benes, 2002; Thompson, Sullivan, and Wilson, 2008). An evolutio-
nary explanation may be this paradoxical attachment: perhaps it is 
better for an altricial infant to have a bad caretaker than no careta-
ker, since the infant is dependent upon the caregiver, warmth and ca-
regiver protection for survival (Hofer and Sullivan, 2008). This no-
tion is supported by data showing pups can learn aversions outside 
attachment. For example, infant rats are able to learn to avoid odors 
if paired with malaise, such as that produced by a LiCl injection or 
1.2 mA shock (Hoffmann, Hunt, and Spear, 1990; Alleva and Cala-
mandrei, 1986; Campbell, 1984; Coopersmith, Lee, and Leon, 1986; 
Gruest, Richer, and Hars, 2004; Haroutunian and Campbell, 1979; 
Hennessy, Smotherman, and Levine, 1976; Smotherman, Hennessy, 
and Levine, 1976; Hoffmann et al., 1987; Hunt, Spear, and Spear, 
1991; Hunt et al., 1993; Miller, Molina, and Spear, 1990; Molina, 
Hoffmann, and Spear, 1986; Richardson and McNally, 2003; Rudy 
and Cheatle, 1983; Smotherman, 1982; Smotherman and Robinson, 
1985; Smotherman and Robinson, 1990; Spear, 1978; Stickrod, Kim-
ble, and Smotherman, 1982; Shionoya et al., 2006; Abate, Spear, and 
Molina, 2001; Spear and Rudy, 1991). Interestingly, while in adult 
and pre-weaning rats the amygdala responds to odor-malaise condi-
tioning (Bermudez-Rattoni et al., 1986; LeDoux, 2000; Gale et al., 
2004; Touzani and Sclafani, 2005), in infants, odor-malaise uses a 
non-amygdala neural circuit for odor aversion learning (Shionoya et 
al., 2006). Remarkably, even this malaise learning is constrained if 
the mother is present: if neonatal rats are nursing during odor-LiCl 
or taste-LiCl conditioning, aversion learning is prevented (Shionoya 
et al., 2006; Gubernick and Alberts, 1984; Martin and Alberts, 1979; 
Melcer, Alberts, and Gubernick, 1985). Together, these data indicate 
that infants, especially when related to attachment to the caregiver, 
do not readily learn aversions. We attribute this to a unique neural 
circuitry optimized to facilitate attachment to the caregiver, regar-
dless of the quality of care provided. 
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Figure 1. Here we illustrate attachment learning and transition to amygdala-
dependent fear learning during the Sensitive Period and Transitional Sensi-
tive Period using odor-0.5mA shock conditioning. As illustrated on the left, 
during the early life Sensitive Period for attachment, pups’ olfactory learning 
results in the preference learning associated with attachment to the mother.  
Avoidance/fear learning is inhibited because pups’ corticosterone level is 
low (stress hyporesponsive period, SHRP) and the amygdala does not exhibit 
the plasticity required for fear learning. As is illustrated on the right, this at-
tachment learning system terminates around postnatal day 10, when pups 
endogenous corticosterone levels increases (SHRP ends) and pups learn 
amygdala-dependent fear. However, the attachment system can re-emerge 
in these older pups if the mother is present and social buffers (attenuates) 
pups’ shock-induced corticosterone release to prevent amygdala plasticity. 
By postnatal day 16, the amygdala plasticity no longer requires corticoster-
one and pups learn amygdala-dependent fear regardless of corticosterone 
level, similarly to adults.



94 Regina M. Sullivan, Margo S. Landers

5. The critical role of corticosterone in emergence of 
fear learning

While the most parsimonious explanation for the delayed functional 
emergence of amygdala-dependent fear learning is delayed maturation 
of the amygdala, we have shown that pharmacological manipulations of 
corticosterone (CORT) levels control whether pups learn attachment or 
fear. In infant rats, CORT levels are relatively low (Walker et al., 1986; 
Henning, 1978), and the ability of most stressful stimuli (i.e., restraint, 
shock; Grino et al., 1994; Levine, 1962; 2001; Rosenfeld, Suchecki, 
and Levine, 1992) to evoke CORT secretion is greatly reduced com-
pared to that in older animals (Guillet and Michaelson, 1978; Levine, 
1967; Butte et al., 1973; Guillet, Saffran, and Michaelson, 1980; Gilles, 
Schultz, and Baram, 1996; Cate and Yasumura, 1975). This period of 
reduced hypothalamic-pituitary-adrenal (HPA) axis responsiveness 
during neonatal development has been termed the “stress hypo-respon-
sive period” (SHRP). Sensory stimulation provided by the mother dur-
ing nursing and grooming seems to control the pups’ low CORT levels 
(Levine, 1962; van Oers et al., 1998). In fact, prolonged maternal sepa-
ration (~24 hrs), which deprives pups of maternal sensory stimulation, 
increases pups’ CORT levels (Levine, 2001), while the replacement of 
maternal sensory stimulation or maternal presence is able to reinstate 
the low level of CORT (Stanton, Wallstrom, and Levine, 1987; Stan-
ton and Levine, 1990; Suchecki, Rosenfeld, and Levine, 1993). This 
reduced stress reactivity experienced by neonates is hypothesized to 
protect the developing organism from the negative influences of stress 
hormones (Sapolsky and Meaney, 1986). 

CORT is able to switch whether infants learn an aversion or a 
preference. Specifically, increasing CORT by systemic injections or 
by intra-amygdala infusions during 0.5mA odor-shock conditioning 
or presentation of naturally aversive stimuli is sufficient to elicit both 
a fear response (learned or unlearned fear) and amygdala participa-
tion in the infant (Takahashi, 1994; Moriceau and Sullivan, 2004b, 
2006; Moriceau et al., 2004). Maternal presence in older animals will 
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lower CORT levels following stressful stimuli such as shock (Stan-
ton, Wallstrom, and Levine, 1987; Suchecki, Rosenfeld, and Levine, 
1993), block fear learning, reinstate the attachment learning (pref-
erence) and prevent the participation of the amygdala in learning 
(Moriceau and Sullivan, 2006). After PN15, only fear will be learned 
during odor-shock conditioning (Upton and Sullivan, 2010). Further-
more, we have verified the causal relationship between maternal pres-
ence and suppression of a shock-induced CORT release in pups’ odor 
aversion learning by systemic and intra-amygdala CORT infusions, 
which then permit pups to learn odor aversions even in the presence 
of the mother. This is in sharp contrast to the role of CORT in adults, 
where it is considered to play a modulatory role in fear conditioning 
(Roozendaal, Quirarte, and McGaugh, 2002; Hui et al., 2004; Pugh et 
al., 1997; Thompson et al., 2004; Roozendaal, Carmi, and McGaugh, 
1996; Corodimas et al., 1994). Together, these data indicate that dur-
ing the attachment period, the mother maintains low infant CORT lev-
els and attenuates amygdala activation, preventing infants from re-
sponding to fear/aversive stimuli. As pups mature, a developmental 
transition period emerges, increasing endogenous CORT levels and 
thereby enabling plasticity and fear learning. This suggests that ma-
ternal or genetically determined increases in CORT levels can have 
dramatic effects on infant attachment amygdala activity that are likely 
to have enduring effects on both behavior and amygdala. 

6. Enduring effects of infant CORT and amygdala activity

The enduring effects of infant stress and maltreatment are well docu-
mented in both the clinical and basic literature. Adverse experiences 
within the context of attachment appear to have the most profound 
impact on adolescent and adult emotion and cognition in rodents, 
nonhuman primates, and humans (Harlow and Harlow, 1965; Levine, 
1962; Rosenzweig et al., 1969; Bell and Denenberg, 1962; Denen-
berg, 1963; Kaufman et al., 2000; Schore, 2001; Bremner, 2003). In-
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deed, the effects appear ubiquitous and target many brain structures 
and functions in many species (Higley Hasert, Suomi and Linnoila, 
1991; Plotsky and Meaney, 1993; Suomi, 1997; Caldji et al., 2003; 
Ladd et al., 2000; Liu, Caldji, Sharma, Plotsky and Meaney, 2000; 
Meaney, 2001; Meaney et al., 1996; Hall, Wilkinson, Humby and 
Robbins, 1999; Avishai-Eliner et al., 2001). 

Work from our lab suggests that similar enduring, depressive-like 
effects are produced by repeated odor-shock conditioning but also by 
rearing pups with a maltreating mother. The first effect that emerges 
during development is disrupted social behavior and amygdala hyper-
activity in infancy, although pups must be stressed to see the effect. As 
pups approach weaning, social behavior deficits emerge even without 
stress and by adolescence additional effects associated with depressive-
like behavior emerge (Raineki et al., 2010). The depressive-like behav-
iors include decreased social behavior, decreased latency to immobility 
in a Forced Swim Test, and decreased sucrose consumption (Sevelinges 
et al., 2011). Additionally, depressive-like adult rats also showed dis-
rupted amygdala activity, as indicated by reduced levels of amygdala 
paired-pulse inhibition (Sevelinges et al., 2011). Amazingly, both the 
depressive-like behaviors and amygdala dysfunction were brought to 
control levels simply by presenting the odor that was paired with shock 
during infant odor-shock conditioning. The ability of the odor to stop 
the depressive-like behavior is reminiscent of research on “safety sig-
nals” reducing conditioned fear responses, reducing depressive-like be-
haviors, and normalizing amygdala activity (Rogan, Leon, Perez and 
Kandel, 2005; Pollak, 2008; Schiller, Levy, Niv, LeDoux and Phelps, 
2008). Finally, it should be noted that the unpaired odor-shock condi-
tioning in infancy was not associated with depressive-like behavior, 
suggesting that shock alone is insufficient to produce these effects and 
further suggesting that perhaps activation of the attachment circuit with 
the trauma may be important (Sarro, Sullivan, and Barr, 2014). It is also 
noteworthy that only unpaired pups showed increased anxiety-like be-
haviors in the dark-light emergence test in adulthood. Together, these 
results suggest that odor in early life acquires powerful properties that 
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can control infant attachment behaviors but also retains the power to 
control emotions in later life (Sullivan, 2012). 

In conclusion, we have known since the 1950s that early life car-
egiving and trauma have profound influences on behavior of humans 
and other animals. More recent work has further demonstrated its im-
portance and begun to highlight which brain areas are targeted, poten-
tial mechanisms for enduring effects, and the importance of genetics. 
Finally, the current work further suggests the specific role of trauma 
and attachment’s powerful role for influencing adult emotional and 
cognitive well being. 
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Abstract 

The dynamic interactions between the amygdala and the medial pre-
frontal cortex (mPFC) are usefully conceptualized as a circuit that 
both allows us to react automatically to biologically relevant pre-
dictive stimuli as well as regulate these reactions when the situation 
calls for it. In this review, we will begin by discussing the role of this 
amygdala–mPFC circuitry in the conditioning and extinction of aver-
sive learning in animals. We will then relate these data to emotional 
regulation paradigms in humans. Finally, we will consider how these 
processes are compromised in normal and pathological anxiety. We 
conclude that the capacity for efficient crosstalk between the amyg-
dala and the mPFC, which is represented as the strength of the amyg-
dala–mPFC circuitry, is crucial to beneficial outcomes in terms of re-
ported anxiety.
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1. Introduction 

Accurate evaluation of and response to potentially life threatening or 
sustaining events are hallmarks of biologically relevant learning in 
animals and humans. In response to cues of threat, rodents exhibit a 
distinctive “freezing” or somatomotor arrest behavior. This behavior 
is critical in a natural environment in which movement may attract 
a predator to its location. Humans show a similar freezing response 
to a potentially threatening situation (Roelofs et al., 2010). Rather 
than having to avoid predators, humans might more ordinarily show 
such a response when having to speak in front of a large audience. In 
such threatening instances, performance would be facilitated if able 
to override the initial freezing behavior. 

In psychological terms, instinctive reactions to threat and subse-
quent regulatory responses are often referred to as bottom-up and top-
down processes, respectively. The interplay between these two pro-
cesses is exemplified by the following example: upon encountering a 
snake at a zoo, an initial reaction is driven by its appearance (i.e., bot-
tom-up saliency), but the response is then implicitly controlled by the 
determination that the snake presents no immediate danger because it 
is behind a sheet of Plexiglas (i.e., top-down control). Of course, the 
context is critical since the same snake encountered in a field would 
evoke an initial freezing response followed by a very different type of 
top-down control in the form of running (or screaming in some cases). 
Thus, interactions between bottom-up and top-down processes will 
determine the adaptiveness of behavior in a given situation. 

This conceptualization may be directly applicable to clinical re-
search, as the interaction between these bottom-up and topdown pro-
cesses is hypothesized to be impaired in psychiatric illnesses – and 
here we will focus on the anxiety disorders. For example, in specific 
phobias, perhaps a failure to employ top-down control mechanisms 
allows initial bottom-up responses to intrude on normal cognitive 
functioning. Alternatively, it may be the case that the initial bottom-
up reactions are so potent and exaggerated that even a normally func-



115The Structural and Functional Connectivity of the Amygdala: From Normal...

tioning top-down regulatory system cannot keep these responses in 
check. Individual differences in the function and structure of this cir-
cuitry can also explain differences in normal levels of anxiety. 

Numerous studies have highlighted the critical role of the amyg-
dala and the mPFC in behavioral phenomena that involve competi-
tion between bottom-up and top-down processes, including fear con-
ditioning and extinction (Bishop, 2007; Ochsner and Gross, 2005; 
Quirk and Beer, 2006). Critically, it is believed that the mPFC regu-
lates and controls amygdala output and the accompanying behavio-
ral phenomena (Bishop, 2007; Ochsner and Gross, 2005; Quirk and 
Beer, 2006). The reciprocal relationship between the amygdala and 
the mPFC strongly suggests the need to investigate these brain re-
gions as one circuit, rather than studying them separately. That is, 
while numerous studies have assessed the separate contributions that 
the amygdala and mPFC make to reactivity and regulation, respec-
tively (Bishop et al., 2004; Simmons at al., 2008; Simpson et al., 
2001; Straube et al., 2009), more recent studies suggest that the struc-
tural and functional connectivity between these two regions is a bet-
ter predictor of these outcomes than the activity of either region alone 
(Pezawas et al., 2005; Kim and Whalen, 2009; Kim et al., 2010a). 
The idea here is that the stronger the coupling between the amyg-
dala and the mPFC, the better the behavioral outcome in terms of re-
ported anxiety. 

2. The structural and functional connectivity of the 
human amygdala and prefrontal cortex 

2.1. Structural neuroanatomy of amygdala–mPFC circuitry 

The amygdala is an almond-shaped brain structure that resides in 
the medial temporal lobe of the brain (Aggleton, 1992; Whalen and 
Phelps, 2009). Its structure is comprised of many subnuclei, includ-
ing the basolateral nuclei (BLA) and the central nucleus (Ce), which 
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have distinct anatomical connections with other brain regions that 
serve different functions. Comprehensive descriptions of the anatomi-
cal connections of the amygdala exist elsewhere (Amaral et al., 1992; 
Freese and Amaral, 2009). Here, we focus on the connectivity be-
tween the amygdala and the prefrontal cortex, especially the mPFC. 
The mPFC can be roughly divided into two subregions, relative to 
the genu of the corpus callosum–dorsal mPFC (dmPFC) and the ven-
tral mPFC (vmPFC). Broadly defined, the dmPFC includes the supra-
genual anterior cingulate and the medial frontal gyrus, whereas the 
vmPFC includes the subgenual anterior cingulate, ventromedial pre-
frontal and medial orbitofrontal cortex (Fig. 1). 

Fig. 1. Structural magnetic resonance image of the human brain highligh-
ting the major components of the amygdala-prefrontal circuitry: amygdala 
(diagonal lines), ventromedial prefrontal cortex (vertical lines), and dorso-
medial prefrontal cortex (horizontal lines) (For interpretation of the referen-
ces to color in this figure legend, the reader is referred to the web version of 
the article).
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Most of the known facts about the anatomical connections of the 
amygdala–mPFC circuitry are derived from animal studies, especially 
non-human primates. This is because the invasive nature of the meth-
ods that are used to investigate brain connections – such as lesion and 
tracing studies – are difficult to employ in humans. Data from non-
human primate brains show that the majority of the afferent fibers to 
the amygdala originate in the orbitofrontal cortex and the mPFC, and 
these projections are denser and heavier from the caudal compared 
to the rostral aspects of these prefrontal areas (Aggleton at al., 1980; 
Carmichael and Price, 1995; Ghashghaei and Barbas, 2002; Ghash-
ghaei et al., 2007; Leichnetz and Astruc, 1976; Stefanacci and Am-
aral, 2002). In turn, the amygdala sends efferent projections to these 
orbitofrontal and mPFC regions (Carmichael and Price, 1995; Ghash-
ghaei and Barbas, 2002; Ghashghaei et al., 2007; Amaral and Price, 
1984; Barbas and De Olmos, 1990), and interestingly these projec-
tions are heavier than the reciprocal cortical afferents (Ghashghaei et 
al., 2007; LeDoux, 1996). Most of the amygdala-prefrontal connec-
tions are concentrated in the BLA, as opposed to Ce. Based on animal 
studies of fear conditioning and extinction, mPFC input to the BLA as 
well as the intercalated cells (adjacent to the BLA) is responsible for 
inhibiting amygdala output by regulating BLA inputs to the Ce (see 
Section 3, for details). 

In humans, the structural connections of the amygdala have been 
investigated more recently using non-invasive neuroimaging meth-
ods such as diffusion tensor imaging (DTI). This imaging method 
takes advantage of the fact that the movement of water molecules in 
the brain differs in different types of brain tissue. To elaborate, in an 
unrestricted tissue environment, such as in the ventricles of the brain, 
water molecules show isotropic diffusion in all directions equally. Im-
portantly, however, the movement of water molecules is greatly re-
stricted in myelinated axons – that is, water molecules in white matter 
tend to move in a single direction along the myelinated axons. Thus 
DTI is a method optimized to assess white matter fiber tracts in the 
brain. There are two different types of information about which DTI 



118 M. Justin Kim, et al.

can inform us – (1) the orientation of white matter fiber tracts, and (2) 
the strength or integrity of white matter fiber tracts. The former can be 
accomplished by using fiber tracking or tractography to measure the 
direction of water diffusion (Mori at al., 1999). The latter can be cal-
culated by measuring the degree of anisotropic diffusion (Basser and 
Pierpaoli, 1996). Specifically, normalized measures such as fractional 
anisotropy can be computed for each brain voxel and used to index the 
structural integrity of the measured white matter fiber tracts (Basser 
and Pierpaoli, 1996). A number of studies have utilized these meth-
ods to identify an amygdala-prefrontal pathway in the human with a 
specific focus on connectivity with the dorsal and ventral aspects of 
the mPFC (Bracht at al., 2009; Croxson at al., 2005; Johansen-Berg 
at al., 2008). 

2.2. Functional neuroanatomy of the amygdala–mPFC circuitry 

The functional counterpart of structural connectivity – functional 
brain connectivity – can also be used to investigate amygdala-pre-
frontal interactions. This method is optimal for understanding the re-
lationship between spatially remote brain regions by assessing brain 
activity across time. Analyses of functional brain connectivity can be 
defined in two ways: (1) functional connectivity and (2) effective con-
nectivity (Friston, 1994). Functional connectivity is simply a measure 
of the temporal correlation of brain activity in two or more regions, 
whereas effective connectivity seeks to reveal the directional effect 
of one neuronal system exerted over another (Friston, 1994). By def-
inition, functional connectivity is purely correlational in nature, and 
provides no information regarding the directionality of how one brain 
region affects another. In contrast, effective connectivity attempts to 
explain the causal relationship between the interactions of different 
brain regions, relying on more advanced statistical modeling methods 
such as structural equation modeling (McIntosh and Gonzalez-Lim, 
1994), psychophysiological interactions (Friston et al., 1997), and 
dynamic causal modeling (Friston et al., 2003). Based on the exten-
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sive anatomical connections between the amygdala and mPFC shown 
in human and non-human primates, a number of investigations have 
used these functional and effective connectivity measures to assess 
the strength of amygdala–mPFC coupling and its relationship with 
behavioral outcomes (Pezawas et al., 2005; Banks et al., 2007; Kim 
et al., 2003). 

2.3. Amygdala–mPFC circuitry at rest 

The majority of the aforementioned functional connectivity stud-
ies were task-based, meaning that brain activity was measured in re-
sponse to particular stimulus presentations and/or task instructions. 
For example, amygdala activity measured as subjects viewed sur-
prised facial expressions was used to identify mPFC activity that pre-
dicted subjects’ interpretations of these faces as either positively or 
negatively valenced (Kim et al., 2004). Higher mPFC activity pre-
dicted lesser amygdala activity and more positive ratings of these ex-
pressions. Recently, a growing body of functional neuroimaging stud-
ies has emerged investigating brain activity and connectivity at rest, 
in the absence of presented stimuli or task instructions. The “rest-
ing state” can be investigated using fMRI by measuring spontaneous, 
slow (<0.1 Hz) fluctuations in the brain that occur over time (Biswal 
et al., 1995). Identifying the brain’s functional networks at rest can 
help investigators better understand how brain regions are coupled 
prior to a task. In fact, investigators have mapped highly detailed rest-
ing state functional networks associated with specific brain regions 
such as the anterior cingulate cortex (Margulies et al., 2007), the stri-
atum (Di Martano et al., 2008), and the amygdala (Roy et al., 2009). 
Resting state functional connectivity analyses have also been used to 
identify distinct neural networks based on specific neurophysiological 
phenomena, such as repetition priming (Wig et al., 2009). Addition-
ally, recent studies have linked the strength of resting state functional 
connectivity with individual differences in behavioral outcomes, such 
as behavioral performance on cognitive tasks (Kelly et al., 2008; Ste-
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vens et al., 2009), autistic traits (Di Martino et al., 2009) and reported 
anxiety (Kim et al., 2010a). Using this method, researchers can test 
whether the degree to which the amygdala is coupled with mPFC re-
gions at rest influences how well a person regulates their emotional 
responses when challenged with stimulus presentations during a par-
ticular task. 

In summary, there are a number of non-invasive methods to in-
vestigate the strength of amygdala–mPFC connectivity in vivo. Struc-
tural connectivity can be assessed by utilizing DTI, and functional 
brain connectivity can be evaluated through analyses of functional 
and effective connectivity. Furthermore, understanding how brain re-
gions are connected with one another at rest may provide new in-
sights that elucidate how the amygdala–mPFC circuitry is engaged 
during a task. 

3. Amygdala-prefrontal circuitry and fear conditioning 
and extinction 

Studies of the non-human animal amygdala have shown that sensory 
information received by the BLA is then passed to the Ce (Davis and 
Shi, 2000). Though outputs exist at the level of the BLA, a majority 
of outputs originate from the Ce (Kapp et al., 1994). The Ce projects 
directly to the hypothalamus and brain stem nuclei that drive auto-
nomic and somatomotor responding (Holstege et al., 1996). The Ce 
also projects to all major neuromodulatory systems including dopa-
minergic, cholinergic, serotonergic and noradrenergic systems (Kapp 
et al., 1994). Thus, while direct projections can primarily affect physi-
ological and motor responses, these neuromodulatory projections can 
serve to globally, nonspecifically and instantaneously effect neuronal 
excitability across the brain. Such changes could serve to induce a 
state of heightened vigilance rendering the organism a more efficient 
consumer of information in biologically relevant learning situations 
(Kapp et al., 1994). One such situation involves the acquisition and 
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expression of learned responses through classical conditioning (Davis 
and Whalen, 2001; LeDoux, 2000). For example, in a typical aversive 
conditioning paradigm, subjects learn that a previously neutral stim-
ulus (e.g., tone) predicts the occurrence of an unconditioned stimu-
lus (US; e.g., electric shock), thereby acquiring the value of a condi-
tioned stimulus (CS) which now elicits a conditioned response (CR; 
e.g., freezing) to the CS that was previously reserved for the US (Kim 
et al., 1992; Quirk et al., 1995). The generation of these CS–US asso-
ciations and their behavioral expressions are known to be amygdala-
dependent since manipulations of this structure block or retard such 
learning (Fanselow and LeDoux, 1999; Rogan et al., 1997). 

A reversal of this classical conditioning procedure is known as 
extinction – suppressing previously learned CS–US associations 
(Quirk, 2002; Rescorla, 2001). The inhibition of CS–US associations 
can be achieved by top-down regulatory input from the mPFC to the 
BLA (Milad and Quirk, 2002). This process is supported by the ex-
istence of amygdala–mPFC connectivity that allows direct, reciprocal 
communication (Amaral et al., 1992; Ghashghaei et al., 2007; Milad 
and Quirk, 2002). For example, electric stimulation of the mPFC re-
sulted in the inhibition conditioned responses, emulating the effects 
of extinction in the rat (Milad and Quirk, 2002). In humans, greater 
cortical thickness of the vmPFC was associated with better behavio-
ral performance during extinction recall (Hartley et al.; Milad et al., 
2005). Similar findings have also been demonstrated in humans us-
ing fMRI, highlighted by increased vmPFC activity during success-
ful extinction of learned US-CS associations (Delgado et al., 2008; 
Milad et al., 2007; Phelps et al., 2004). Interestingly, a study using 
functional connectivity methods (Delgado et al., 2008) showed that 
the amygdala and the vmPFC were functionally coupled during the 
entire course of the experiment, which included a combination of fear 
extinction and emotion regulation tasks. Thus, these structural and 
functional findings highlight the importance of amygdala–mPFC in-
teractions for the regulation and inhibition necessary for extinction 
learning and/or memory. 
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4. Amygdala-prefrontal circuitry and emotion regulation 

The ability to regulate our emotions is essential in our everyday 
lives, and successful emotion regulation begets beneficial outcomes 
in many social situations. Emotion regulation is a classic example of 
how top-down and bottom-up processes compete and interact to pro-
duce optimal (or counterproductive) behavioral outcomes. For exam-
ple, one’s instinctive reaction to a frightening scene in a horror movie 
may include an urge to scream and/or run out of the room. Normally, 
this bottom-up reaction is controlled by a top-down intervention (e.g., 
reminding oneself that this is only a movie). Taking the scenario de-
scribed above into account, it would not be too difficult to imagine 
that individuals may employ different strategies to achieve such emo-
tion regulation. 

To date, studies investigating the neural basis of emotion regula-
tion have primarily examined two distinctive means of emotion reg-
ulation – by simply suppressing what one is feeling (i.e., suppres-
sion), or by cognitively reevaluating the stimulus that is evoking the 
emotion (i.e., reappraisal) (Ochsner and Gross, 2005;). Not surpris-
ingly, emotion regulation and the extinction of fear conditioning are 
suggested to have overlapping underlying neural mechanisms, since 
the essence of both processes involves reevaluating biologically rel-
evant stimuli (Quirk and Beer, 2006; Hartley and Phelps, 2010). Like 
extinction, it is useful to assume that during emotional regulation 
the prefrontal cortex exerts control over the amygdala in response to 
an emotional challenge (Ochsner and Gross, 2005; Davidson at al., 
2000). Based on this framework, numerous functional neuroimag-
ing studies have demonstrated increased prefrontal activity and con-
comitant decreased amygdala activity during successful emotion reg-
ulation (Delgado et al., 2008; Hariri et al., 2000; Hariri et al., 2003; 
Lieberman et al., 2007; Ochsner et al., 2002; Phan et al., 2005; Erk 
et al., 2010; Urry et al., 2006; Wager et al., 2008). Unlike extinction, 
many emotion regulation studies point to the ventral and dorsal lateral 
prefrontal cortex (vlPFC and dlPFC, respectively), in addition to the 
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ventral medial prefrontal cortex, as critical for regulating amygdala 
activity (Delgado et al., 2008; Lieberman et al., 2007; Ochsner et al., 
2002; Erk et al., 2010; Wager et al., 2008). In general, studies have 
shown largely overlapping prefrontal-amygdala activity to suppres-
sion and reappraisal strategies, which was characterized by decreased 
activity of the amygdala and increased activity of the prefrontal cortex 
– usually including both medial and lateral PFC (Ochsner and Gross, 
2005; Ochsner et al., 2002). Furthermore, the frequency of using re-
appraisal to regulate emotion in everyday life has been shown to be 
related to decreased amygdala activity, increased prefrontal and pari-
etal activity (Drabant et al., 2009), and greater vmPFC volume (Wel-
born et al., 2009). In addition, during an affect labeling task (i.e., put-
ting emotions into words), which can be regarded as a specific form of 
emotion regulation (Lieberman et al., 2007; Foland-Ross et al., 2010), 
diminished amygdala activity was again associated with greater ac-
tivity of the mPFC (Hariri et al., 2000; Hariri et al., 2003), vlPFC 
(Lieberman et al., 2007) and also with increased cortical thickness of 
the vmPFC (Foland-Ross et al., 2010). These findings provide func-
tional and structural evidence for shared neural mechanisms during 
different types of emotion regulation strategies. 

These neuroimaging findings lead us to an interesting question – 
does emotion regulation share similar underlying neural mechanisms 
with more classic forms of cognitive control? Or are there unique 
brain circuitries recruited by these distinct emotion regulation pro-
cesses? According to a cognitive control model of emotion regulation 
(Ochsner and Gross, 2005), the neural representation of emotion reg-
ulation can be summarized as interactions between prefrontal (both 
dlPFC and mPFC) and ACC systems and their influence on subcorti-
cal systems, including the amygdala. The two major types of emotion 
regulation–suppression and reappraisal – have yielded similar results 
in terms of brain activations, and how the prefrontal and anterior cin-
gulate cortices interact is strikingly similar to other top-down control 
mechanisms that do not involve emotional processing, such as cogni-
tive control (Botvinick et al., 1999; Botvinick et al., 2004; Miller and 
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Cohen, 2001). However, another study has shown that emotion regu-
lation through moodincongruent autobiographical recall recruits the 
ventral mPFC and vlPFC, but not dlPFC, implying that activations of 
neural circuitry depend on the type of emotion regulation being used 
(Cooney et al., 2007). Taken together, we can tentatively conclude 
that while emotion regulation does to some extent share similar neural 
circuitry with cognitive control, it also recruits unique brain regions, 
such as the vlPFC. Other forms of top-down control processes, such 
as regulation of appetitive behaviors, attitudes or prejudice, have also 
shown to use an overlapping amygdala-prefrontal circuitry (Heather-
ton and Wagner, 2011). 

Recent findings raise the possibility that a more efficient cross-
talk between the amygdala and the prefrontal cortex begets a bet-
ter ability to regulate one’s emotions. Supporting this idea, the 
strength of amygdala–mPFC coupling was quantified by comput-
ing the functional connectivity between these two areas and com-
paring this connectivity with how effectively participants regu-
lated their emotions (Banks et al., 2007). It was found that the 
functional coupling between the amygdala–mPFC was strength-
ened during reappraisal, and that the degree of this functional cou-
pling was positively correlated with the self-reported effectiveness 
of emotion regulation (Banks et al., 2007). A selective increase 
in the functional coupling of the amygdala with the vmPFC and 
dlPFC during emotion regulation has also been reported (Erk et 
al., 2010), highlighting the importance of efficient communication 
between the amygdala and the prefrontal cortex in successful top-
down control of emotion. Further, functional coupling of the amyg-
dala and vmPFC at rest, predicts beneficial outcomes in terms of 
reported anxiety (Kim et al., 2010a). Future studies linking the ef-
fective success of emotion regulation strategies and the structural 
and functional connectivity of the amygdala–mPFC circuitry might 
provide a better understanding of the neural correlates of these 
emotion regulatory processes. 
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5. Amygdala-prefrontal circuitry and the interpretation 
of emotionally ambiguous facial expressions 

In humans, patients with selective amygdala lesions have displayed 
deficits in processing the facial expressions of fear (Adolphs et al., 
1995), leading to numerous functional neuroimaging studies us-
ing presentations of fearful faces to probe amygdala activity (Kim 
and Whalen, 2009; Breiter et al., 1996; Hariri et al., 2002; Kim et 
al., 2010b; Morris et al., 1996; Whalen et al., 1998; Whalen et al., 
2001). These studies have shown that the amygdala is particularly 
responsive to fearful faces compared to other expressions (Fusar-
Poli et al., 2009), including angry, happy, and neutral (Kim and 
Whalen, 2009; Breiter et al., 1996; Hariri et al., 2002; Morris et al., 
1996; Whalen et al., 1998; Whalen et al., 2001), except for one re-
port (Fitzgerald et al., 2006). The affinity of the human amygdala for 
fearful faces compared to these other expressions, provides insights 
into amygdala function. For example, since the amygdala is more 
responsive to fearful faces compared to angry faces, which embody 
a direct threat, it has been suggested that one function of the amyg-
dala is to augment cortical function through the major neuromod-
ulatory centers to assist in the resolution of predictive uncertainty 
(Whalen et al., 2001; Whalen and Fear, 1998). That is, the inherent 
ambiguity of fearful faces in that they predict the increased proba-
bility of threat without providing information about its nature or lo-
cation – leads to selective activation of the amygdala (Whalen et al., 
2001; Whalen and Fear, 1998). 

Given that the amygdala plays a major role in the resolution of 
predictive uncertainty associated with fearful faces, surprised facial 
expressions provide a particularly important comparison expression. 
Indeed, there is evidence that surprise may be the second-most com-
promised expression in patients with selective amygdala damage, fol-
lowing fear (Adolps et al., 1994). Fearful and surprised faces have 
common facial features (e.g., eye-widening), and both expressions 
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indicate the detection of a significant, but unknown, eliciting event 
(Kim et al., 2004). Surprised faces are particularly interesting be-
cause, unlike fear, they do not predict the valence of the unknown 
eliciting event. Indeed, research has shown that surprised faces can be 
interpreted as either positive or negative in nature (Kim et al., 2003; 
Kim et al., 2004; Neta et al., 2009). Previous research has shown that 
when individuals make valence judgments of surprised faces, ratings 
reflect individual differences in one’s positivity/ negativity bias (Kim 
et al., 2003; Neta et al., 2009) and these differences are mirrored by a 
distinct pattern of brain activity, which critically involves the vmPFC 
as well as the amygdala (Kim et al., 2003). Specifically, decreased 
amygdala activity accompanied by increased vmPFC activity was ob-
served in people who interpreted surprised faces as positive, with the 
reverse brain pattern seen in those who interpreted surprised faces as 
negative (Kim et al., 2003). The role of the vmPFC in resolving the 
emotional ambiguity (i.e., the valence of a given surprised face) could 
be understood as a top-down regulatory input to the amygdala, much 
akin to the neural mechanism of fear extinction or emotion regula-
tion (Quirk and Beer, 2006). Indeed, greater vmPFC activity predicts 
both (a) more positive ratings of surprise and (b) more positive inter-
pretations of an extinguished tone (i.e., tone now predicts no shock) 
(Oler et al., 2009). In a subsequent study (Kim et al., 2004), positive 
and negative sentences (e.g., “He just lost $500” or “He just found 
$500”) were used to provide contextual information for the presented 
surprised faces, in order to see how brain activity was influenced by 
information that provided clear resolution to the source ambiguity 
problem associated with surprised faces. Again, data from this study 
showed that greater amygdala response to negative versus positive 
faces was accompanied by diminished vmPFC activity, and interest-
ingly greater vlPFC activity (Kim et al., 2004). Thus, similar medial 
prefrontal-amygdala regions were activated when a context was pro-
vided (i.e., valence of the surprised faces were determined by the ex-
perimental condition), compared to when the subjects had to judge 
the valence of the surprised faces themselves – but additional lateral 
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prefrontal regions were recruited in the contextually mediated condi-
tion (Kim et al., 2003). 

In summary, data from these experiments collectively suggest 
that using emotionally ambiguous stimuli such as surprised faces in-
stigates a competition between top-down and bottom-up processes. 
This engages the amygdala–mPFC circuitry and the balance of activ-
ity within this circuit reflects the resolution of the inherent ambiguity 
of the perceived surprised faces. 

6. Amygdala-prefrontal circuitry and anxiety within the 
normal range 

Anxiety is characterized by chronic, nonspecific apprehension and 
arousal related to the potential occurrence of future threat (Eysenck, 
1992; Rosen and Schulkin, 1998). Neurobiological theories of anx-
iety have highlighted the central role of the amygdala in the gener-
ation and experience of the fear that can give rise to anxiety (Davis 
and Whalen, 2001; LeDoux, 2000), and fear extinction investigations 
in animals support such theories (Davis and Whalen, 2001; LeDoux, 
2000). Similar to the inhibition of previously conditioned fear re-
sponses during fear extinction, reduced anxiety is associated with the 
top-down regulation of amygdala activity by the mPFC (Pezawas et 
al., 2005; Hariri et al., 2003; Hare et al., 2008). Findings from ana-
tomical investigations of amygdala connectivity (Amaral et al., 1992; 
Ghashghaei et al., 2007) and fear extinction studies in animals (Mi-
lad and Quirk, 2002) emphasize the top-down and bottom-up inter-
actions between the amygdala and mPFC regions in anxiety. To put it 
another way, efficient crosstalk between the amygdala and the mPFC 
produces a better outcome in terms of controlling anxiety. 

Consistent with this framework, a number of functional neuro-
imaging studies in humans have shown elevated amygdala activity 
in highly anxious but otherwise healthy individuals (Bishop et al., 
2004b; Dickie and Armony, 2008; Etkin et al., 2004; Somerville et al., 
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2004; Stein et al., 2007). For example, increased amygdala activity to 
unattended fearful faces was associated with higher levels of self-re-
ported anxiety (Bishop et al., 2004), although this effect may be more 
prominent in women than men (Dickie and Armony, 2008). Using 
backward masking, an experimental paradigm that has been shown 
to reliably evoke human amygdala activity and mitigate subjective 
awareness of fearful face stimuli (e.g., (Kim et al., 2010b; Whalen et 
al., 1998)), it has been reported that increased amygdala activity was 
linked to elevated anxiety levels (Etkin et al., 2004). It is worth not-
ing that in these studies, the relationship between increased amygdala 
activity and anxiety was evident when the subjects were not attend-
ing to or were unaware of the stimuli, not when they were attending 
to or aware of them. This raises the possibility that attention or aware-
ness may be an important factor that interacts with amygdala activa-
tion and subsequent reported anxiety. Anxiety was not only associ-
ated with elevated amygdala activity to threat-related stimuli (e.g., 
fearful faces, emotionally negative pictures), but was also associated 
with increased activity to non threat-related stimuli (neutral faces; 
(Somerville et al., 2004)), suggesting that amygdala activity may re-
flect greater anxiety levels even in the absence of clear threat. 

Other evidence from the human neuroimaging literature shows 
that altered mPFC activity is associated with anxiety (Bishop et al., 
2004; Simmons at al., 2008; Simpson et al., 2001; Straube et al., 2009; 
Hare et al., 2008). Although changes in mPFC activity has been con-
sistently reported in anxiety research, the spatial location of that activ-
ity (i.e., whether it is dorsal or ventral) varies across studies. Depend-
ing on the experimental task, different studies have reported divergent 
results (for review, see (Bishop, 2007)) – for example, anxiety re-
duced activity of the vmPFC in one study (Simpson et al., 2001), and 
dmPFC in another (Bishop et al., 2004a). More recently, a number of 
studies have shown that higher levels of anxiety are associated with 
both decreased vmPFC activity and increased dmPFC activity (Sim-
mons at al., 2008; Straube et al., 2009), suggesting differential roles 
for these mPFC subregions in anxiety. 
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Based on the findings highlighting the importance of both the 
amygdala and mPFC regions in anxiety, a number of studies have in-
vestigated the amygdala–mPFC circuitry in conjunction with anxi-
ety using functional and structural connectivity measures (Pezawas 
et al., 2005; Pezawas et al., 2005; Kim and Whalen, 2009; Kim et 
al., 2010). For example, individuals with anxious temperaments had 
weaker functional coupling between the amygdala and the vmPFC 
during a task that involved matching fearful and angry faces (Pezawas 
et al., 2005). Using DTI, it was demonstrated that the structural integ-
rity of an amygdala–vmPFC pathway was compromised in the par-
ticipants who exhibited high trait anxiety (Kim and Whalen, 2009). 
Furthermore, studies employing resting state functional connectiv-
ity methods have shown that the strength of the coupling between 
the amygdala and mPFC at rest predicted self-reported levels of anx-
iety (Kim et al., 2010a; Seeley et al., 2007), where a positive corre-
lation between the amygdala and vmPFC predicted beneficial out-
comes in terms of reported anxiety (Kim et al., 2010a)). In this study 
the dmPFC showed an opposite relationship to that observed between 
the amygdala and vmPFC–dmPFC activity at rest that was negatively 
correlated with amygdala activity predicted lower levels of anxiety. 
This latter finding is complemented by a recent task-based fMRI 
study in which amygdala–dmPFC functional connectivity strength 
was positively correlated with neuroticism (an anxiety-related per-
sonality trait characterized by a bias to interpret normal situations as 
harmful and threatening; (Costa and McCrae, 1997) during viewing 
emotionally negative faces (Cremers et al., 2010). Taken together, 
these data suggest that the strength of amygdala–mPFC functional 
connectivity during rest may represent efficient crosstalk between the 
two brain regions, which may be responsible for abolishing the gen-
eration of anxious states (Kim et al., 2010a). This idea is consistent 
with findings from task-based functional connectivity (Pezawas et al., 
2005). Findings from these studies all fit well with the idea that effi-
cient crosstalk between the amygdala and the mPFC, perhaps partic-
ularly the vmPFC, is critically involved in lowering anxiety levels. 
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7. Amygdala-prefrontal circuitry and pathological anxiety 

Taking individual differences in normal fluctuations in anxiety as our 
starting point, disrupted bottom-up and top-down emotional and cog-
nitive processes are thought to be a crucial component of sympto-
mology in pathological anxiety. This model suggests an imbalance 
between the amygdala and the prefrontal cortex, which is typically 
characterized by hyperactivity of the amygdala and hypoactivity of 
the prefrontal cortex (Rauch et al., 2006; Shin and Handwerger, 2009). 

7.1. Social anxiety disorder 

A prevalent subtype of the anxiety disorders (Kessler et al., 1994), so-
cial anxiety disorder (SAD) is characterized by intense anxiety during 
social situations in which the person is exposed to unfamiliar people 
(APA, 1994). To this end, emotional facial expressions provide a par-
ticularly useful paradigm for studying SAD, which is thought to in-
volve exaggerated emotional reactivity to social stimuli and the ina-
bility to regulate these responses (Clark and McManus, 2002; Rapee 
and Heimberg, 1997). Individuals with SAD reliably showed elevated 
amygdala reactivity when viewing “harsh” faces (facial expressions 
displaying anger, contempt, or a combination of both) (Goldin et al., 
2009; Stein et al., 2002; Yoon et al., 2007), and even neutral faces 
(113), compared to healthy individuals in fMRI studies. Amygdala re-
activity was positively correlated with symptom severity and/or trait 
anxiety in SAD patients, further demonstrating the neurobiological 
significance of the amygdala in SAD (Stein et al., 2002; Cooney et 
al., 2006; Shah et al., 2009). These individuals also had exaggerated 
amygdala reactivity to pictures of emotionally negative scenes (i.e., 
unpleasant and/or aversive) suggesting abnormal neural activity dur-
ing general emotional, not just social, processing in SAD (Shah et al., 
2009). Direct examination of neural activity during emotion regula-
tion demonstrated that SAD patients fail to recruit the mPFC (Goldin 
et al., 2009), implying that the connectivity of the amygdala–mPFC 
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circuitry is disrupted in SAD. A resting state fMRI study showed that 
SAD patients had markedly reduced functional connectivity between 
the left amygdala and the medial orbitofrontal cortex (Hahn et al., 
2011), corroborating the previous findings assessing a normal range 
of anxiety (Kim et al., 2010a). In addition, state anxiety levels in 
SAD subjects was inversely correlated with the functional connec-
tivity strength between the amygdala and the medial orbitofrontal 
cortex, further validating the central role of the amygdala–mPFC cir-
cuitry in SAD (115). In addition to these functional abnormalities, 
SAD patients exhibited compromised structural integrity of the un-
cinate fasciculus (Phan et al., 2009), a major white matter fiber tract 
that is known to connect the amygdala and the orbitofrontal cortex 
(Ebeling and von Cramon, 1992). Each of these studies provides ex-
amples of SAD patients’ failure to recruit the proper cognitive reg-
ulatory circuits in the brain, and that the functional abnormalities in 
these circuits may be attributable, in part, to white matter microstruc-
tural problems caused by the pathophysiology of SAD. 

7.2. Posttraumatic stress disorder 

Posttraumatic stress disorder (PTSD) is a stress-induced anxiety dis-
order characterized by re-experiencing the traumatic event, avoidance 
of stimuli associated with the trauma, and more generalized symp-
toms of hyperarousal (APA, 1994). PTSD patients show a diminished 
ability to extinguish this conditioned fear, which may be evidence for 
prefrontal cortex dysfunction and reduced amygdala inhibition (Mi-
lad et al., 2009; Kolassa et al., 2007). Shin et al. (Shin et al., 2005) 
have demonstrated that PTSD is marked by heightened amygdala ac-
tivation and reduced anterior cingulate and prefrontal cortex activity 
when viewing fearful faces. Consistent with this finding, PTSD pa-
tients exhibited diminished activity in the mPFC to unattended fearful 
faces (Kim et al., 2008). Both studies reported that PTSD symptom 
severity was associated with decreased mPFC activity, demonstrating 
the neurobiological importance of this brain region in the pathophys-
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iology of PTSD (Shin et al., 2005; Kim et al., 2008). Likewise, com-
pared to healthy individuals, PTSD patients failed to recruit vmPFC 
activity when viewing pictures that were threatening, but unrelated to 
trauma (Phan et al., 2006). In patients with PTSD, the default mode 
network – brain regions that include the mPFC and the posterior cin-
gulate cortex that are believed to be more “active” during rest (Gus-
nard and Rachle, 2001) – has been affected by the pathophysiology 
of the disorder as well. Specifically, resting state functional connec-
tivity of the posterior cingulate cortex with the perigenual anterior 
cingulate and the right amygdala is associated with current PTSD 
symptoms, and that correlation with the right amygdala predicts fu-
ture PTSD symptoms (Lanius et al., 2010). Furthermore, supporting 
these functional studies, there is DTI evidence that the white matter 
structural integrity of the cingulum bundle is compromised in PTSD 
patients compared to healthy individuals (Kim et al., 2005; Kim et al., 
2006). Therefore, it is clear that not only the functionality of the am-
gydala and the mPFC are impaired in PTSD, but also their connectiv-
ity is disrupted as well. 

Future research exploring the similarities and differences be-
tween non-anxious, normal anxious, and pathologically anxious in-
dividuals is needed. Based on numerous findings highlighting the 
relationship between the amygdala–mPFC circuitry and anxiety, de-
veloping treatments – whether they involve medication or psycho-
therapy – for anxiety disorders that target these brain regions will 
prove to be useful. 

8. Conclusions 

From normal emotion to pathological anxiety, an organism’s reaction 
to biologically relevant stimuli and the regulation of these responses 
can be usefully conceived as a constant struggle between bottom-up 
and top-down brain processes. A wealth of animal and human neuro-
imaging studies has shown that the amygdala and the prefrontal cor-
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tex, particularly the medial regions, are central to these processes. 
Investigating the connectivity between the amygdala and the pre-
frontal cortex has provided a deeper understanding of the role of the 
amygdala–mPFC circuitry in anxiety. Efficient crosstalk between the 
amygdala and the prefrontal cortex – represented as stronger struc-
tural and functional connectivity – predicts beneficial behavioral out-
comes in terms of emotion regulation and anxiety. 

Acknowledgements 

Supported by the National Institute of Mental Health grants to MJK 
(F31 MH090672) and PJW (R01 MH080716). 

References 

Adolphs, R., Tranel, D., Damasio, A.R., and Damasio, H. (1994). Impaired 
recognition of emotion in facial expressions following bilateral dam-
age to the human amygdala. Lett Nat 372, 669–672. 

Adolphs, R., Tranel, D., Damasio, H., and Damasio, A.R. (1995). Fear and 
the human amygdala. Journal of Neuroscience 15, 5879–5891. 

Aggleton, J.P., ed. (1992). The Amygdala: Neurobiological Aspects of Emo-
tion, Memory, and Mental Dysfunction (New York: Wiley-Liss, Inc). 

Aggleton, J.P., Burton, M.J., and Passingham, R.E. (1980). Cortical and sub-
cortical afferents to the amygdala of the rhesus monkey (Macaca mu-
latta). Brain Research 190, 347–368. 

Amaral, D.G., and Price, J.L. (1984). Amygdalo-cortical projections in the 
monkey (Macaca fascicularis). Journal of Comparative Neurology 230, 
465–496. 

Amaral, D.G., Price, J.L., Pitkanen, A., and Carmichael, S.T. (1992). An-
atomical organization of the primate amygdaloid complex. In: The 
Amygdala: Neurobiological Aspects of Emotion, Memory, and Men-
tal Dysfunction, J.P. Aggleton, ed. (New York, NY: Wiley-Liss, Inc.). 



134 M. Justin Kim, et al.

APA (1994). Diagnostic and Statistical Manual of Mental Disorders. 4th Ed. 
(Washington DC: American Psychiatric Press). 

Banks, S.J., Eddy, K.T., Angstadt, M., Nathan, P.J., and Phan, K.L. (2007). 
Amygdala-frontal connectivity during emotion regulation. Social Cog-
nitive and Affective Neuroscience 2, 303–312. 

Barbas, H., and De Olmos, J. (1990). Projections from the amygdala to 
basoventral and mediodorsal prefrontal regions in the rhesus monkey.  
Journal of Comparative Neurology 300, 549–571. 

Basser, P.J., and Pierpaoli, C. (1996). Microstructural and physiological 
features of tissues elucidated by quantitative-diffusion-tensor MRI.  
Journal of Magnetic Resonance B 111, 209–219. 

Bishop, S.J. (2007). Neurocognitive mechanisms of anxiety: an integrative 
account. Trends in Cognitive Sciences 11, 307–316. 

Bishop, S., Duncan, J., Brett, M., and Lawrence, A.D. (2004a). Prefron-
tal cortical function and anxiety: Controlling attention to threat-related 
stimuli. Nature Neuroscience 7, 184–188. 

Bishop, S.J., Duncan, J., and Lawrence, A.D. (2004b). State anxiety mod-
ulation of the amygdala response to unattended threat-related stimuli.  
Journal of Neuroscience 24, 10364–10368. 

Biswal, B., Yetkin, F.Z., Haughton, V.M., and Hyde, J.S. (1995). Functional 
connectivity in the motor cortex of resting human brain using echo-pla-
nar MRI. Magnetic Resonance in Medicine 34, 537–541. 

Botvinick, M., Nystrom, L.E., Fissell, K., Carter, C.S., and Cohen, J.D. 
(1999). Conflict monitoring versus selection-for-action in anterior cin-
gulate cortex. Nature 402, 179–181. 

Botvinick, M.M., Cohen, J.D., and Carter, C.S. (2004). Conflict monitor-
ing and anterior cingulate cortex: An update. Trends in Cognitive Sci-
ences 8, 539–546. 

Bracht, T., Tuscher, O., Schnell, S., Kreher, B., Rusch, N., Glauche, V., et 
al. (2009). Extraction of prefronto-amygdalar pathways by combining 
probability maps. Psychiatry Research 174, 217–222. 

Breiter, H., Etcoff, N., Whalen, P.J., Kennedy, W., Rauch, S.L., Buckner,  
R., et al. (1996). Response and habituation of the human amygdala dur-
ing visual processing of facial expression. Neuron 17, 875–887. 

Carmichael, S.T., and Price, J.L. (1995). Limbic connections of the orbital 
and medial prefrontal cortex in macaque monkeys. Journal of Compar-
ative Neurology 363, s. 615–641. 

Clark, D.M., and McManus, F. (2002). Information processing in social 
phobia. Biological Psychiatry 51, 92–100. 



135The Structural and Functional Connectivity of the Amygdala: From Normal...

Cooney, R.E., Atlas, L.Y., Joormann, J., Eugene, F., and Gotlib, I.H. (2006). 
Amygdala activation in the processing of neutral faces in social anxi-
ety disorder: Is neutral really neutral? Psychiatry Research 148, 55–59. 

Cooney, R.E., Joormann, J., Atlas, L.Y., Eugene, F., and Gotlib, I.H. (2007). 
Remembering the good times: Neural correlates of affect regulation. 
Neuroreport 18, 1771–1774. 

Costa Jr, P.T., McCrae, R.R. (1997). Stability and change in personality as-
sessment: The revised NEO Personality Inventory in the year 2000.  
J Pers Assess 68, 86–94. 

Cremers, H.R., Demenescu, L.R., Aleman, A., Renken, R., van Tol, M.J., 
van der Wee, N.J., et al. (2010). Neuroticism modulates amygdala-pre-
frontal connectivity in response to negative emotional facial expres-
sions. Neuroimage 49, 963–970. 

Croxson, P.L., Johansen-Berg, H., Behrens, T.E., Robson, M.D., Pinsk, 
M.A., Gross, C.G., et al. (2005). Quantitative investigation of connec-
tions of the prefrontal cortex in the human and macaque using proba-
bilistic diffusion tractography. Journal of Neuroscience 25, 8854–8866. 

Davidson, R.J., Putnam, K.M., and Larson, C.L. (2000). Dysfunction in the 
neural circuitry of emotion regulation – A possible prelude to violence. 
Science 289, 591–594. 

Davis, M., and Shi, C. (2000). The amygdala. Current Biology 10, R131. 
Davis, M., and Whalen, P.J. (2001). The amygdala: Vigilance and emotion. 

Molecular Psychiatry 6, 13–34. 
Delgado, M.R., Nearing, K.I., LeDoux, J.E., and Phelps, E.A. (2008). Neu-

ral circuitry underlying the regulation of conditioned fear and its rela-
tion to extinction. Neuron 59, 829–838. 

Di Martino, A., Scheres, A., Margulies, D.S., Kelly, A.M., Uddin, L.Q., 
Shehzad, Z., et al. (2008). Functional connectivity of human striatum:  
A resting state FMRI study. Cerebral Cortex 18, 2735–2747. 

Di Martino, A., Shehzad, Z., Kelly, C., Roy, A.K., Gee, D.G., Uddin, L.Q., 
et al. (2009). Relationship between cingulo-insular functional connec-
tivity and autistic traits in neurotypical adults. American Journal of Psy-
chiatry 166, 891–899. 

Dickie, E.W., and Armony, J.L. (2008). Amygdala responses to unattended 
fearful faces: Interaction between sex and trait anxiety. Psychiatry Re-
search 162, 51–57. 

Drabant, E.M., McRae, K., Manuck, S.B., Hariri, A.R., and Gross, J.J. 
(2009). Individual differences in typical reappraisal use predict amyg-
dala and prefrontal responses. Biological Psychiatry 65, 367–373. 



136 M. Justin Kim, et al.

Ebeling, U., and von Cramon, D. (1992). Topography of the uncinate fas-
cicle and adjacent temporal fiber tracts. Acta Neurochirurgica (Wien) 
115, 143–148. 

Erk, S., Mikschl, A., Stier, S., Ciaramidaro, A., Gapp, V., Weber, B., et al. 
(2010). Acute and sustained effects of cognitive emotion regulation in 
major depression. Journal of Neuroscience 30, 15726–15734. 

Etkin, A., Klemenhagen, K.C., Dudman, J.T., Rogan, M.T., Hen, R., Kandel, 
E.R., et al. (2004). Individual differences in trait anxiety predict the re-
sponse of the basolateral amygdala to unconsciously processed fearful 
faces. Neuron 44, 1043–1055. 

Eysenck, M. (1992). Anxiety: The Cognitive Perspective (Hillsdale, NJ: Er-
lbaum). 

Fanselow, M.S., and LeDoux, J.E. (1999). Why we think plasticity under-
lying Pavlovian fear conditioning occurs in the basolateral amygdala. 
Neuron 23, 229–232. 

Fitzgerald, D.A., Angstadt, M., Jelsone, L.M., Nathan, P.J., and Phan, K.L. 
(2006). Beyond threat: amygdala reactivity across multiple expressions 
of facial affect. Neuroimage 30, 1441–1448. 

Foland-Ross, L.C., Altshuler, L.L., Bookheimer, S.Y., Lieberman, M.D., 
Townsend, J., Penfold, C., et al. (2010). Amygdala reactivity in healthy 
adults is correlated with prefrontal cortical thickness. Journal of Neu-
roscience 30, 16673–8. 

Freese, J.L., and Amaral, D.G. (2009). Neuroanatomy of the primate amyg-
dala. In: The Human Amygdala, P.J. Whalen, E.A. Phelps, eds. (New 
York, NY: The Guilford Press). 

Friston, K.J. (1994). Functional and effective connectivity in neuroimaging: 
a synthesis. Human Brain Mapping 2, 56–78. 

Friston, K.J., Buechel, C., Fink, G.R., Morris, J., Rolls, E., and Dolan, R.J. 
(1997). Psychophysiological and modulatory interactions in neuroim-
aging. Neuroimage 6, 218–229. 

Friston, K.J., Harrison, L., and Penny, W. (2003). Dynamic causal model-
ling. Neuroimage 19, 1273–1302. 

Fusar-Poli, P., Placentino, A., Carletti, F., Landi, P., Allen, P., Surguladze, S., 
et al. (2009). Functional atlas of emotional faces processing: A voxel-
based meta-analysis of 105 functional magnetic resonance imaging 
studies. Journal of Psychiatry & Neuroscience 34, 418–432. 

Ghashghaei, H.T., and Barbas, H. (2002). Pathways for emotion: interac-
tions of prefrontal and anterior temporal pathways in the amygdala of 
the rhesus monkey. Neuroscience 115, 1261–1279. 



137The Structural and Functional Connectivity of the Amygdala: From Normal...

Ghashghaei, H.T., Hilgetag, C.C., and Barbas, H. (2007). Sequence of 
information processing for emotions based on the anatomic dia-
logue between prefrontal cortex and amygdala. Neuroimage 34, 
905–923. 

Goldin, P.R., Manber, T., Hakimi, S., Canli, T., and Gross, J.J. (2009). Neu-
ral bases of social anxiety disorder: emotional reactivity and cognitive 
regulation during social and physical threat. Archives of General Psy-
chiatry 66, 170–180. 

Gusnard, D.A., and Raichle, M.E. (2001). Searching for a baseline: func-
tional imaging and the resting human brain. Nature Reviews Neurosci-
ence 2, 685–694. 

Hahn, A., Stein, P., Windischberger, C., Weissenbacher, A., Spindelegger, C.,  
Moser, E., et al. (2011). Reduced resting-state functional connectivity 
between amygdala and orbitofrontal cortex in social anxiety disorder. 
Neuroimage 56, 881–889. 

Hare, T.A., Tottenham, N., Galvan, A., Voss, H.U., Glover, G.H., and Casey, 
B.J. (2008). Biological substrates of emotional reactivity and regula-
tion in adolescence during an emotional go-nogo task. Biological Psy-
chiatry 63, 927–934. 

Hariri, A.R., Bookheimer, S.Y., and Mazziotta, J.C. (2000). Modulating 
emotional responses: Effects of a neocortical network on the limbic 
system. Neuroreport 11, 43–48. 

Hariri, A.R., Mattay, V.S., Tessitore, A., Kolachana, B., Fera, F., Goldman, D.,  
et al. (2002). Serotonin transporter genetic variation and the response 
of the human amygdala. Science 297, 400–403. 

Hariri, A.R., Mattay, V.S., Tessitore, A., Fera, F., and Weinberger, D.R. 
(2003). Neocortical modulation of the amygdala response to fearful 
stimuli. Biological Psychiatry 53, 494–501. 

Hartley, C.A., and Phelps, E.A. (2010). Changing fear: the neurocircuitry of 
emotion regulation. Neuropsychopharmacology 35, 136–146. 

Hartley, C.A., Fischl, B., and Phelps, E.A. Brain structure correlates of indi-
vidual differences in the acquisition and inhibition of conditioned fear. 
Cerebral Cortex. doi:10.1093/cercor/bhq253. 

Heatherton, T.F., and Wagner, D.D. (2011). Cognitive neuroscience of self-
regulation failure. Trends in Cognitive Sciences 15, 132–139. 

Holstege, G., Bandler, R., and Saper, C.B. (1996). The emotional motor sys-
tem. Progress in Brain Research 107, 3–6. 

Johansen-Berg, H., Gutman, D.A., Behrens, T.E., Matthews, P.M., Rush-
worth, M.F., Katz, E., et al. (2008). Anatomical connectivity of the  



138 M. Justin Kim, et al.

subgenual cingulate region targeted with deep brain stimulation for 
treatment-resistant depression. Cerebral Cortex 18, 1374–1383. 

Kapp, B.S., Supple, W.F., and Whalen, P.J. (1994). Stimulation of the amyg-
daloid central nucleus produces EEG arousal. Behavioral Neuroscience 
108, 81–93. 

Kelly, A.M., Uddin, L.Q., Biswal, B.B., Castellanos, F.X., and Milham, M.P. 
(2008). Competition between functional brain networks mediates be-
havioral variability. Neuroimage 39, 527–537. 

Kessler, R.C., McGonagle, K.A., Zhao, S., Nelson, C.B., Hughes, M., Es-
hleman, S., et al. (1994). Lifetime and 12-month prevalence of DSM-
III-R psychiatric disorders in the United States. Results from the Na-
tional Comorbidity Survey. Archives of General Psychiatry 51, 8–19. 

Kim, H., Somerville, L.H., Johnstone, T., Alexander, A.L., and Whalen, P.J. 
(2003). Inverse amygdala and medial prefrontal cortex responses to sur-
prised faces. Neuroreport 14, 2317–2322. 

Kim, H., Somerville, L.H., Johnstone, T., Polis, S., Alexander, A.L., Shin, 
L.M., et al. (2004). Contextual modulation of amygdala responsivity 
to surprised faces. Journal of Cognitive Neuroscience 16, 1730–1745. 

Kim, J.J., Fanselow, M.S., DeCola, J.P., and Landeira-Fernandez, J. (1992). 
Selective impairment of long-term but not short-term conditional fear 
by the N-methyl-d-aspartate antagonist APV.  Behavioral Neuroscience 
106, 591–596. 

Kim, M.J., and Whalen, P.J. (2009). The structural integrity of an amyg-
dala-prefrontal pathway predicts trait anxiety. Journal of Neuroscience 
29, 11614–11618. 

Kim, M.J., Chey, J., Chung, A., Bae, S., Khang, H., Ham, B., et al. (2008). Di-
minished rostral anterior cingulate activity in response to threat-related 
events in posttraumatic stress disorder. Journal of Psychiatric Research 
42, 268–277. 

Kim, M.J., Gee, D.G., Loucks, R.A., Davis, F.C., Whalen, P.J. (2010a). Anxiety 
dissociates dorsal and ventral medial prefrontal cortex functional connectiv-
ity with the amygdala at rest. Cerebral Cortex. doi:10.1093/cercor/bhq237. 

Kim, M.J., Loucks, R.A., Neta, M., Davis, F.C., Oler, J.A., Mazzulla, E.C., 
et al. (2010b). Behind the mask: the influence of mask-type on amyg-
dala response to fearful faces. Social Cognitive and Affective Neuro-
science 5, 363–368. 

Kim, M.J., Lyoo, I.K., Kim, S.J., Sim, M., Kim, N., Choi, N., et al. (2005). 
Disrupted white matter tract integrity of anterior cingulate in trauma 
survivors. Neuroreport 16, 1049–1053. 



139The Structural and Functional Connectivity of the Amygdala: From Normal...

Kim, S.J., Jeong, D.U., Sim, M.E., Bae, S.C., Chung, A., Kim, M.J., et al. 
(2006). Asymmetrically altered integrity of cingulum bundle in post-
traumatic stress disorder. Neuropsychobiology 54, 120–125. Emotion 
is a major research growth.

Kolassa, I.T., Wienbruch, C., Neuner, F., Schauer, M., Ruf, M., Odenwald, 
M., et al. (2007). Altered oscillatory brain dynamics after repeated trau-
matic stress. BMC Psychiatry 7, 56. 

Lanius, R.A., Bluhm, R.L., Coupland, N.J., Hegadoren, K.M., Rowe, B., 
Theberge, J., et al. (2010). Default mode network connectivity as a 
predictor of post-traumatic stress disorder symptom severity in acutely 
traumatized subjects. Acta Psychiatrica Scandinavica 121, 33–40. 

LeDoux, J.E. (1996). The Emotional Brain (New York: Simon and Shuster). 
LeDoux, J.E. (2000). Emotion circuits in the brain. Annual Review of Neu-

roscience 23, 155–184. 
Leichnetz, G.R., and Astruc, J. (1976). The efferent projections of the me-

dial prefrontal cortex in the squirrel monkey (Saimiri sciureus). Brain 
Research 109, 455–472. 

Lieberman, M.D., Eisenberger, N.I., Crockett, M.J., Tom, S.M., Pfeifer, 
J.H., and Way, B.M. (2007). Putting feelings into words: affect labe-
ling disrupts amygdala activity in response to affective stimuli. Psycho-
logical Science 18, 421–428. 

Margulies, D.S., Kelly, A.M., Uddin, L.Q., Biswal, B.B., Castellanos, F.X., 
and Milham, M.P. (2007). Mapping the functional connectivity of an-
terior cingulate cortex. Neuroimage 37, 579–588. 

McIntosh, A.R., and Gonzalez-Lim, F. (1994). Structural equation modeling 
and its application to network analysis in functional brain imaging. Hu-
man Brain Mapping 2, 2–22. 

Milad, M.R., Pitman, R.K., Ellis, C.B., Gold, A.L., Shin, L.M., Lasko, N.B., 
et al. (2009). Neurobiological basis of failure to recall extinction mem-
ory in posttraumatic stress disorder. Biological Psychiatry 66, 1075–
1082. 

Milad, M.R., Quinn, B.T., Pitman, R.K., Orr, S.P., Fischl, B., and Rauch, 
S.L. (2005). Thickness of ventromedial prefrontal cortex in humans is 
correlated with extinction memory. Proceedings of the National Acad-
emy of Sciences of the USA 102, 10706–10711. 

Milad, M.R. and Quirk, G.J. (2002). Neurons in medial prefrontal cortex 
signal memory for fear extinction. Nature 420, 70–74. 

Milad, M.R., Wright, C.I., Orr, S.P., Pitman, R.K., Quirk, G.J., and Rauch, 
S.L. (2007). Recall of fear extinction in humans activates the ventro-



140 M. Justin Kim, et al.

medial prefrontal cortex and hippocampus in concert. Biological Psy-
chiatry 62, 446–454. 

Miller, E.K., and Cohen, J.D. (2001). An integrative theory of prefrontal 
cortex function. Annual Review of Neuroscience 24, 167–202. 

Mori, S., Crain, B.J., Chacko, V.P., and van Zijl, P.C. (1999).Three-dimen-
sional tracking of axonal projections in the brain by magnetic resonance 
imaging. Annals of Neurology 45, 265–269. 

Morris, J.S., Frith, C.D., Perrett, D.I., Rowland, D., Young, A.W., Calder, 
A.J., et al. (1996). A differential neural response in the human amygdala 
to fearful and happy facial expressions. Nature 383, 812–815. 

Neta, M., Norris, C.J., and Whalen, P.J. (2009). Corrugator muscle re-
sponses are associated with individual differences in positivity–nega-
tivity bias. Emotion 9, 640–648. 

Ochsner, K.N., Bunge, S.A., Gross, J.J., and Gabrieli, J.D. (2002). Rethink-
ing feelings: an FMRI study of the cognitive regulation of emotion. 
Journal of Cognitive Neuroscience 14, 1215–1229. 

Ochsner, K.N., and Gross, J.J. (2005). The cognitive control of emotion. 
Trends in Cognitive Sciences 9, 242–249. 

Oler, J.A., Quirk, G.J., and Whalen, P.J. (2009). Cinguloamygdala interactions 
in surprise and extinction: interpreting associative ambiguity. In: Cingulate 
Neurobiology and Disease, B.A. Vogt, ed. (USA: Oxford University Press). 

Pezawas, L., Meyer-Lindenberg, A., Drabant, E.M., Verchinski, B.A., Mu-
noz, K.E., Kolachana, B.S., et al. (2005). 5-HTTLPR polymorphism 
impacts human cingulateamygdala interactions: a genetic susceptibility 
mechanism for depression. Nature Neuroscience 8, 828–834. 

Phan, K.L., Fitzgerald, D.A., Nathan, P.J., Moore, G.J., Uhde, T.W., and 
Tancer, M.E. (2005). Neural substrates for voluntary suppression of 
negative affect: A functional magnetic resonance imaging study. Bio-
logical Psychiatry 57, 210–219. 

Phan, K.L., Britton, J.C., Taylor, S.F., Fig, L.M., and Liberzon, I. (2006). Cor-
ticolimbic blood flow during nontraumatic emotional processing in post-
traumatic stress disorder. Archives of General Psychiatry 63, 184–192. 

Phan, K.L., Orlichenko, A., Boyd, E., Angstadt, M., Coccaro, E.F., Liber-
zon, I., et al. (2009). Preliminary evidence of white matter abnormality 
in the uncinate fasciculus in generalized social anxiety disorder. Bio-
logical Psychiatry 66, 691–694. 

Phelps, E.A., Delgado, M.R., Nearing, K.I., and LeDoux, J.E. (2004). Ex-
tinction learning in humans: role of the amygdala and vmPFC. Neuron 
43, 897–905. 



141The Structural and Functional Connectivity of the Amygdala: From Normal...

Quirk, G.J., and Beer, J.S. (2006). Prefrontal involvement in the regulation 
of emotion: convergence of rat and human studies. Current Opinion in 
Neurobiology 16, 723–727. 

Quirk, G.J., Repa, C., and LeDoux, J.E. (1995). Fear conditioning enhances 
short-latency auditory responses of lateral amygdala neurons: parallel 
recordings in the freely behaving rat. Neuron 15, 1029–1039. 

Quirk, G.J. (2002). Memory for extinction of conditioned fear is long-last-
ing and persists following spontaneous recovery. Learning and Mem-
ory 9, 402–407. 

Rapee, R.M., and Heimberg, R.G. (1997). A cognitive-behavioral model of 
anxiety in social phobia. Behaviour Research and Therapy 35, 741–756. 

Rauch, S.L., Shin, L.M., and Phelps, E.A. (2006). Neurocircuitry models of 
posttraumatic stress disorder and extinction: human neuroimaging re-
search – past, present, and future. Biological Psychiatry 60, 376–382. 

Rescorla, R.A. (2001). Retraining of extinguished Pavlovian stimuli. Journal 
of Experimental Psychology: Animal Behavior Processes 27, 115–124. 

Roelofs, K., Hagenaars, M.A., and Stins, J. (2010). Facing freeze: social 
threat induces bodily freeze in humans. Psychological Science 21, 
1575–1581. 

Rogan, M.T., Staubli, U.V., and LeDoux, J.E. (1997). Fear conditioning in-
duces associative longterm potentiation in the amygdala. Nature 390, 
604–607. 

Rosen, J.B., and Schulkin, J. (1998). From normal fear to pathological anx-
iety. Psychological Review 105, 325–350. 

Roy, A.K., Shehzad, Z., Margulies, D.S., Kelly, A.M., Uddin, L.Q., Gotimer, 
K., et al. (2009). Functional connectivity of the human amygdala using 
resting state fMRI. Neuroimage 45, 614–626. 

Seeley, W.W., Menon, V., Schatzberg, A.F., Keller, J., Glover, G.H., Kenna, 
H., et al. (2007). Dissociable intrinsic connectivity networks for sali-
ence processing and executive control. Journal of Neuroscience 27, 
2349–2356. 

Shah, S.G., Klumpp, H., Angstadt, M., Nathan, P.J., and Phan, K.L. (2009). 
Amygdala and insula response to emotional images in patients with 
generalized social anxiety disorder. Journal of Psychiatry & Neurosci-
ence 34, 296–302. 

Shin, L.M., and Handwerger, K. (2009). Is posttraumatic stress disorder a 
stress-induced fear circuitry disorder? Journal of Traumatic Stress. 

Shin, L.M., Wright, C.I., Cannistraro, P.A., Wedig, M.M., McMullin, K., 
Martis, B., et al. (2005). A functional magnetic resonance imaging 



142 M. Justin Kim, et al.

study of amygdala and medial prefrontal cortex responses to overtly 
presented fearful faces in posttraumatic stress disorder. Archives of 
General Psychiatry 62, 273–281. 

Simmons, A., Matthews, S.C., Feinstein, J.S., Hitchcock, C., Paulus, M.P., 
and Stein, M.B. (2008). Anxiety vulnerability is associated with altered 
anterior cingulate response to an affective appraisal task. Neuroreport 
19, 1033–1037. 

Simpson Jr, J.R., Drevets, W.C., Snyder, A.Z., Gusnard, D.A., and Raichle, 
M.E. (2001). Emotioninduced changes in human medial prefrontal cor-
tex: II. During anticipatory anxiety. Proceedings of the National Acad-
emy of Sciences of the USA 98, 688–693. 

Somerville, L.H., Kim, H., Johnstone, T., Alexander, A.L., and Whalen, P.J. 
(2004). Human amygdala responses during presentation of happy and 
neutral faces: correlations with state anxiety. Biological Psychiatry 55, 
897–903. 

Stefanacci, L., and Amaral, D.G. (2002). Some observations on cortical in-
puts to the macaque monkey amygdala: an anterograde tracing study. 
Journal of Comparative Neurology 451. 

Stein, M.B., Goldin, P.R., Sareen, J., Zorrilla, L.T., and Brown, G.G. (2002). 
Increased amygdala activation to angry and contemptuous faces in gen-
eralized social phobia. Archives of General Psychiatry 59, 1027–34. 

Stein, M.B., Simmons, A.N., Feinstein, J.S., and Paulus, M.P. (2007). In-
creased amygdala and insula activation during emotion processing in 
anxiety-prone subjects. American Journal of Psychiatry 164, 318–327. 

Stevens, W.D., Buckner, R.L., and Schacter, D.L. (2009). Correlated low-
frequency BOLD fluctuations in the resting human brain are modu-
lated by recent experience in category-preferential visual regions. Cer-
ebral Cortex. 

Straube, T., Schmidt, S., Weiss, T., Mentzel, H.J., and Miltner, W.H. (2009). 
Dynamic activation of the anterior cingulate cortex during anticipatory 
anxiety. Neuroimage 44, 975–981. 

Urry, H.L., van Reekum, C.M., Johnstone, T., Kalin, N.H., Thurow, M.E., 
Schaefer, H.S., et al. (2006). Amygdala and ventromedial prefrontal 
cortex are inversely coupled during regulation of negative affect and 
predict the diurnal pattern of cortisol secretion among older adults. 
Journal of Neuroscience 26, 4415–4425. 

Wager TD., Davidson ML., Hughes BL., Lindquist MA., and Ochsner K.N. 
(2008). Prefrontalsubcortical pathways mediating successful emotion 
regulation. Neuron 59, 1037–1050. 



143The Structural and Functional Connectivity of the Amygdala: From Normal...

Welborn, B.L., Papademetris, X., Reis, D.L., Rajeevan, N., Bloise S.M., and 
Gray, J.R. (2009). Variation in orbitofrontal cortex volume: relation to 
sex, emotion regulation and affect. Social Cognitive and Affective Neu-
roscience 4, 328–339. 

Whalen, P.J. (1998). Fear, vigilance, and ambiguity: initial neuroimaging 
studies of the human amygdala. Current Directions in Psychological 
Science 7, 177–188. 

Whalen, P.J., and Phelps, E.A. (2009). The Human Amygdala (New York, 
NY: The Guilford Press). 

Whalen, P.J., Rauch, S.L., Etcoff, N.L., McInerney, S.C., Lee M.B., and 
Jenike M.A. (1998). Masked presentations of emotional facial expres-
sions modulate amygdala activity without explicit knowledge. Journal 
of Neuroscience 18, 411–418. 

Whalen, P.J., Shin, L.M., McInerney, S.C., Fischer, H., Wright, C.I., and 
Rauch, S.L. (2001). A functional MRI study of human amygdala re-
sponses to facial expressions of fear versus anger. Emotion 1, 70–83. 

Wig, G.S., Buckner, R.L., and Schacter, D.L. (2009). Repetition priming 
influences distinct brain systems: evidence from task-evoked data and 
resting-state correlations. Journal of Neurophysiology 101, 2632–2648. 

Yoon, K.L., Fitzgerald, D.A., Angstadt M., McCarron R.A., and Phan K.L. 
(2007). Amygdala reactivity to emotional faces at high and low inten-
sity in generalized social phobia: a 4-Tesla functional MRI study. Psy-
chiatry Research 154, 93–98. 





Jacek Dębiec
Molecular & Behavioral Neuroscience Institute 

and Department of Psychiatry

University of Michigan, Ann Arbor, MI 48109, USA

The Matter of Emotions: Toward the Brain- 
-Based Theory of Emotions

A formulation of the brain-based theory of emotions poses challenges 
to neural sciences and even more so to our traditional views on emo-
tions and affective processes. Such methodological challenges and 
tensions between sciences and traditional views can best be under-
stood from the historical perspective. However, while philosophical 
attempts to understand emotions have a long tradition and are deeply 
rooted in culture and society, the neuroscientific pursuit of emotions 
is a relatively recent endeavor. This essay will discuss selected histor-
ical and contemporary issues characterizing the neuroscientific search 
for emotions.     

Early Accounts and Conceptualizations of Emotions

Emotions have been traditionally viewed as internal ‘stirrings’ or sub-
jective mental ‘movements’ associated with certain bodily responses, 
behaviors and thoughts (Debiec and LeDoux, 2013). Primary in-
tuitions and ideas about affective aspects of human life expressed 
in ancient Greek works of literary arts and conceptualized by early 
philosophers have had a lasting impact on Western thought. Fear, 
love, anger, jealousy and hate are universally present in the works of 
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Homer, Sophocles, Aeschylus and others. One of the most remark-
able and striking descriptions of an emotional state can be found in 
Homer’s Iliad. Andromache, Hector’s wife, awaiting her husband’s 
return from a duel with Achilles, hears from a distance her step-moth-
er’s lamenting cry: 

(…) She heard the cry coming as from the wall, and trembled in ev-
ery limb;
the shuttle fell from her hands.....she said…I heard the voice of my
husband’s honoured mother; my own heart beats as though it would
come into my mouth and my limbs refuse to carry me; some great
misfortune for Priam’s children must be at hand. May I never live
to hear it, but I greatly fear that Achilles has cut off the
retreat of brave Hector and has chased him on to the plain where
he was singlehanded; I fear he may have put an end to the
reckless daring which possessed my husband… (XXII. 437; Homer, 
1898)

In the above quoted paragraph, Homer describes most of what 
the Ancients observed about emotions: 1) Emotions occur in the con-
text that co-defines them (Andromache’s fright is preceded by her 
waiting for the return of Hector from a duel with the dangerous en-
emy); 2) Emotions often have identifiable triggers (hearing a sudden 
cry of Hecuba, Hector’s mother); 3) Emotions are associated with 
bodily changes (such as Andromache’s accelerated heartbeat, mus-
cle contractions followed be a lowered muscle tone and loosening 
of the handgrip); 4) Emotions are associated with certain behaviors 
(Hecuba’s cry or Andromache’s dropping an object); 5) Emotions are 
associated with relevant thoughts (Andromache’s thoughts of Hec-
tor’s death) and 6) Bodily states and behaviors triggered by emotional 
cues occur before thoughts associated with emotions (Andromache’s 
thoughts of Hector’s death follow her bodily responses elicited by 
Hecuba’s lamenting cry).  
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Emotions, often referred to as ‘passions’, ‘desires’, ‘appetites’ or 
‘feelings’ were frequently addressed by Ancient Greek philosophers 
(Finger, 2001). Plato recognized a universal character of emotions 
and their fundamental role in constituting human nature. In Gorgias, 
Plato indicated that sharing emotions enabled people’s understanding 
of each other’s emotional states: 

…if mankind did not share one common emotion which was the same 
though varying in its different manifestations, but some of us expe-
rienced peculiar feelings unshared by the rest, it would not be easy 
for one of us to reveal his feelings to another (Gorgias; 481c, p. 265; 
transl. by W.D. Woodhead; in Plato 2002). 

In another of his books, Phaedo, Plato emphasized that emotions were 
responsible for linking the soul (which represented an intellect or rea-
son) to the body: 

…every pleasure or pain has a sort of rivet with which it fastens the 
soul to the body and pins it down and makes it corporeal, accepting 
as true whatever the body certifies (Phaedo; 83d, p. 66; transl. by  
H. Tredennick; Plato, 2002). 

Plato, thus, recognized a unique function of emotions in connecting 
the body with the soul and in revealing bodily states to the soul. If 
we apply this model to the above quoted example from Iliad, a key to 
understanding Andromache’s sudden changes in behavior and bodily 
states, as well as associated thoughts would be her fright and despair. 
However, despite his insights into emotions, Plato diminished their 
role. The concept of the soul was central to Plato’s philosophical an-
thropology, whereas emotions were perceived as forces compromis-
ing the soul and reasoning. In Laws, Plato explained this limiting and 
dangerous potential of emotions: 
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Passion is an ill-favored thing, and the speaker who does his wrath the 
favor to feast it on the poison it craves turns all the humanity educa-
tion has fashioned within him into brutishness once more; persistence 
in his morose rancor makes him a wild beast, and that sorry return is 
all the return passion makes him for his favors (Laws; 935a, p. 1485; 
transl. by A.E. Taylor; in Plato, 2002). 

Like Plato, Aristotle recognized that certain affective states were 
shared by humans and non-human animals. The fact of sharing emo-
tions with animals, however, was not compromising to the soul; e.g. 
in the Nicomachean Ethics, while discussing parental affections for 
their offspring (referred to as friendship) Aristotle notes that these af-
fections: are not only in men, but also in birds, and in most animals 
(Nicomachean Ethics; VIII.1; Aristotle, 1898). Aristotle distinguished 
between passions that were instinctive and emotions that required an 
involvement of the intellect (Finger, 2001). Aristotle emphasized that 
passions were driven by seeking pleasure or avoiding pain, whereas 
emotional actions, such as acts of altruism or courage, could reveal 
the true virtue of a person (Finger, 2001). Although, Aristotle’s views 
on emotions were much more nuanced than those of Plato, the author 
of the Nicomachean Ethics continued Plato’s legacy of perceiving af-
fective states as something inferior to reason. 

Early literary accounts show that emotions were viewed as com-
plex multidimensional phenomena associated with distinct triggers 
and contexts, recognizable behaviors, different bodily states and 
thoughts. Despite these insights into the complexity of emotions, phi-
losophers since Antiquity have often defined emotions through their 
opposition to the intellect and thus considered them irrational. Fur-
thermore, by many, like Plato, emotions were not only contrasted with 
reason but were also suspected of distorting thoughts and the intellect. 
Plato overlooked multidimensional accounts of emotions available 
in his times, such as Homer’s description in The Iliad. Assuming that 
the intellect was the superior human capacity, Plato did not recognize 
the uniqueness of emotions. For Plato, reason was a measure of emo-
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tions. Emotions were significant in so far as they were affecting the 
intellect. The tradition of looking at emotions from the perspective of 
the workings of the intellect has continued until this day. This simpli-
fied view of emotions slowly started changing after the publication of 
Charles Darwin’s book The Expression of the Emotions in Man and 
Animals in 1872 and William James’ article What is an Emotion? in 
1884. Darwin’s work provided a biological framework for studying 
emotions, whereas James’ theory set up a direction for discussion and 
research on emotions in psychology.         

Emotions as Biological Phenomena

Although the occurrence of emotions in animals was previously rec-
ognized by Ancient Greek thinkers, it was Charles Darwin who pro-
vided the theoretical framework for biological studies of emotions. 
Darwin presented his views on emotions in The Expression of the 
Emotions in Man and Animals in which he drew upon his own animal 
and human observations, anthropological work, clinical observations 
and experimental research on anatomical and physiological basis of 
facial expressions (Darwin, 1886; Finger, 2001). Darwin emphasized 
that affective displays and behaviors, such as expressions of joy, pain, 
fear or anger, have been formed by adaptive pressures as much as an-
atomical features. These behaviors served in the past (and in many 
instances continue to serve to some degree) the survival of an organ-
ism. For example, sneering or snarling, common expressions of an-
ger in humans, may remind of our evolutionary past when displaying 
a readiness to bite could chase away a potential enemy: 

The expression here considered, whether that of a playful sneer or fero-
cious snarl, is one of the most curious which occurs in man. It reveals 
his animal descent; for no one, even if rolling on the ground in a deadly 
grapple with an enemy, and attempting to bite him, would try to use his 
canine teeth more than his other teeth (Darwin, 1886; p. 253). 
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While discussing displays of fear and horror Darwin wrote: 

Men, during numberless generations, have endeavored to escape from 
their enemies or danger by headlong flight, or by violently struggling 
with them; and such great exertions will have caused the heart to beat 
rapidly, the breathing to be hurried, the chest to heave, and the nos-
trils to be dilated. As these exertions have often been prolonged to the 
last extremity, the final result will have been utter prostration, pallor, 
perspiration, trembling of all the muscles, or their complete relaxation 
(Darwin, 1886; 308). 

In the light of Darwin’s theory, bodily states and behaviors experi-
enced by Andromache, after she had learned about Hector’s death, 
gain a new meaning. The evolutionary context is as important for the 
understanding of emotional states as the context of their immediate 
occurrence. A sudden cry of horror alerts the motor system (trembling 
of Andromache’s limbs) and increases blood circulation (accelerated 
heart rate) preparing the body for typical defense responses, even if in 
Andromache’s case neither fighting, fleeing or staying immobile (to 
avoid being spotted by a predator) were practical options. As empha-
sized by Ronald De Sousa in his philosophical analysis of the evo-
lutionary approach to emotions, an adaptive character of emotional 
disposition is always historical and does not necessarily represent the 
best solution (De Sousa, 1990). Darwin’s observations provided tools 
for the shift of focus from a discussion on emotions in general to the 
study of particular emotions. It paved the way for the biological and 
social studies of emotions.    

Twelve years after the publication of Darwin’s The Expression 
of the Emotions, William James wrote his remarkable paper What is 
an Emotion? (James, 1884). James noted the lack of brain research 
of emotions despite the dynamic progress in the discipline of brain 
anatomy and physiology, and proposed to study the neural mecha-
nisms of emotions based upon the model emerging from studies of 
sensory and motor processes. James proposed the existence of neu-
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ral mechanisms predisposed to responding to specific environmen-
tal triggers: 

Every living creature is in fact a sort of lock, whose wards and springs 
presuppose special forms of key, - which keys however are not born 
attached to the locks, but are sure to be found in the world near by as 
life goes on. And the locks are indifferent to any but their own keys 
(James, 1884, p. 191). 

James suggested the existence of emotion circuits that included: 
1) afferent pathways carrying sensory information about environmen-
tal triggers to the central nervous system, 2) efferent projections con-
trolling motor and visceral responses associated with affective states 
and 3) afferent pathways carrying information about bodily states to 
the brain. Emotions, according to James, were arising from the com-
motion in inner organs and in behavior produced by the environmen-
tal triggers: 

the bodily changes follow directly the perception of the exciting fact, 
and that our feeling of the same changes as they occur is the emotion 
(James, 1884, pp. 189–190). 

James’ model provides a possible explanation of the sequence of 
events associated with an emotional state, e.g. hearing Hecuba’s cry 
triggers Andromache’s behaviors and bodily responses which, in turn, 
are detected and identified by brain areas responsible for conscious 
thinking as fear. A similar view that feelings arise from the bodily 
changes was independently formulated in 1885 by a Danish anato-
mist, Carl G. Lange, who studied physiological responses associated 
with emotions. The James-Lange “peripheral” theory of emotions, al-
though not much supported by experimental data, inspired theorists 
and experimentalists searching for neural circuits of emotions. Dis-
cussions and attempts to refine the James-Lange theory continue to 
this day (Damasio, 2000; Prinz, 2004).      
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Darwin’s evolutionary approach to emotions and the James-Lange 
theory laid grounds for empirical studies of emotions. They showed 
that emotions are in themselves worth studying (as opposed to being 
perceived as merely distortions of thought processes) and started a pro-
cess of restoring a view of emotions as multidimensional phenomena.

Early Studies of Emotion Circuits in the Brain

Without a sound empirical support, the James-Lange theory soon en-
countered criticism (LeDoux, 1996; Prinz, 2004; Finger, 2001). Clin-
ical studies of patients with spinal cord injuries and experimental dis-
ruptions of major sensory pathways in animals showed that apparent 
disconnection between the periphery and the brain did not abolish 
emotional responses. Among the main critics of the James-Lange the-
ory were Charles L. Dana and Walter B. Cannon.   

Dana, who was a neurologist, observed that damage to the cortex 
alone may disrupt conscious feelings (Dana, 1921). He emphasized 
that the brain, especially the cortex, which was at that time known to 
be associated with conscious processes, may generate feelings with-
out the sensory input from the body as posited by the “peripheral’ the-
ory of emotions. Another line of argument came from Cannon who 
was an experimentalist and who conducted animal research (Can-
non, 1927). Cannon argued that the autonomic nervous system, which 
controls visceral reactions, would lack the specificity to distinguish 
between affective states and be too slow to generate emotions. In 
contrast to Dana, who associated emotions with the cortex, Cannon 
emphasized a key role of the hypothalamus, which receives afferents 
carrying information about environmental triggers, and sends projec-
tions to the body to regulate emotional responses, and to the cortex to 
generate conscious feelings. The works of Cannon and others (espe-
cially Philip Bard) suggested the role of the hypothalamus in behav-
iors and bodily responses associated with rage, fear and sexual excite-
ment (Cannon, 1927; Bard, 1934a, 1934b).              
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The first brain model of the plausible circuitry of emotions was 
proposed by James W. Papez (Papez, 1937; Debiec and LeDoux, 
2007). Papez never conducted research on emotions and his model 
was purely speculative. He synthesized experimental data from 
Cannon, Bard and others with clinical observations of patients with 
brain damage. Papez’s model appealed to his contemporaries as 
he envisioned the neural circuitry involved in emotional process-
ing, starting at the point of sensory input up to the level of subjec-
tive feeling. According to Papez, the plausible circuit of emotional 
processing included sensory areas of the thalamus and cortex, the 
hypothalamus, anterior thalamus, cingulate cortex, hippocampus, 
and mammilary bodies. Papez proposed that the stream of process-
ing that starts with the receptor organs reaches the thalamus where 
it splits into the “stream of movement”, the “stream of thought” 
and the “stream of feeling”.  The “stream of movement” projects 
to the subcortical areas involved in movement control, the “stream 
of thought” carries information to the lateral cerebral cortex where 
sensations are transformed into perceptions, thoughts and memo-
ries. The “stream of feeling” conveys sensory information to the 
hypothalamus which, as shown by the work of Bard and Canon, is 
responsible for emotional responses. Papez posited that mamillary 
bodies, a part of the hypothalamus, project to the cingulate cortex 
which interconnects with the lateral cortex. According to Papez, 
the cingulate cortex influences emotional processing in the hypo-
thalamus through its outputs to the hippocampus, which, via the 
fornix sends messages to the posterior region of the hypothalamus. 
The cingulate cortex in Papez’ model served as a receptive region 
for the experiencing of emotion.  The interconnections between 
the cortical regions and the anterior cingulate would: 1) “add emo-
tional coloring to psychic processes” in the cortex and 2) explain 
how emotion may arise from psychic (cortical) activity. Emotions 
in Papez’ model may thus result either from hypothalamic or corti-
cal activity. However, Papez attributed the key role in emotions to 
the hippocampus: 
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The central emotive process of cortical origin may then be conceived 
as being built up in the hippocampal formation and as being transfer-
red to the mamillary body and thence through the anterior thalamic 
nuclei to the cortex of the gyrus cinguli (Papez, 1937, p. 728). 

His hypothesis on the role of the hippocampus was based on its lo-
cation within the proposed circuitry, as well as clinical observations 
of patients with rabies who displayed profound emotional distur-
bances and whose hippocampi, as revealed by postmortem studies, 
were characterized by typical for rabies changes. The circuitry pro-
posed by Papez is often referred to as limbic circuit, since the element 
of this circuitry, the cingulate cortex is also named the limbic cortex 
(this name was introduced by the French anatomist Pierre Paul Br-
oca who observed that a significant part of the cingulate cortex is sit-
uated at the edge or limbus dividing the medial and the dorsal parts 
of each hemisphere).

Interestingly, Papez who himself was an anatomist, never speci-
fied what he meant by “emotion.” He used emotion for modeling the 
organization of brain pathways. However, his localization of emotion 
processes in distinct brain areas inspired new research. Papez’ model 
did not withstand the scrutiny of empirical verification. Interestingly, 
Papez seemed to believe that there is one central circuitry for pro-
cessing various emotional responses, an assumption not supported 
by further research. However, his basic ideas regarding the interrela-
tionships between brain sites, as well as suggestions that changes of 
activity in one area may affect the entire circuit, are still commonly 
applied (Neylan, 1995).

Current Brain Research of Emotions and its  
Philosophical Criticism

After a lengthy period of time during which the study of emotions 
had been marginal in neuroscience, partly due to the complexity of 
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the subject and also due to the enduring perception of emotions as be-
ing inferior to, and therefore not such an interesting topic of studies 
as cognitive processes, emotions have become one of the mainstream 
themes of brain research. Significant progress has been achieved in 
unveiling molecular and circuit mechanisms associated with affective 
processes. Lessons from the history and philosophy of science teach 
us that a historical perspective is necessary to understand the value 
of this progress and its impact on science and society (Heller, 2011). 
In addition, the abundance of studies makes it simply impossible to 
review the current state of research in affective neuroscience. There 
have been, however, some successful attempts by affective neurosci-
entists to comprehensibly communicate to the lay audience perspec-
tives emerging from the current research on emotion (LeDoux, 1996, 
Panskepp, 1998; Damasio, 1996, 2000, 2003). These popularized ac-
counts of emotions presented by neuroscientists have been shaped 
by the authors’ own research and expertise and, as often admitted by 
the authors themselves, are not meant to be comprehensive descrip-
tions of all emotion processes or general theories of emotions. For ex-
ample, Joseph E. LeDoux who experimentally studies circuits con-
trolling threat responses in rats, proposed a model explaining how 
harmful stimuli are processed in the brain to produce defense reac-
tions (LeDoux, 1996). In his research LeDoux uses a threat (or fear) 
conditioning, an experimental paradigm in which a neutral stimu-
lus is paired with a noxious event. As a result of threat conditioning 
procedure, a previously neutral stimulus acquires the ability to trig-
ger inherent behavioral, autonomic, and endocrine responses that are 
expressed automatically in the presence of danger. Threat condition-
ing occurs in a variety of species ranging from fruits flies to humans. 
LeDoux and others have shown that the key structure for threat con-
ditioning is the amygdala. The activation of the amygdala neurons 
by threat signaling stimuli excites the pathways controlling threat re-
sponses. If the flow of information through the amygdala is disrupted, 
threat signaling stimuli do not trigger defense responses anymore. 
LeDoux has shown in his “two-road model” that sensory information 
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about threat is transmitted to the amygdala through two independent 
pathways: the “low road”, or thalamic pathway which provides the 
amygdala with a rapid but imprecise representation of the sensory in-
put and the “high road”, or cortical path, which conveys a more com-
plex representation based on cortical computations. Since conscious 
processes are associated with cortical areas, LeDoux’s model explains 
how environmental stimuli trigger automatic threat responses before 
we are aware of the actual danger: 

The direct pathway allows us to begin to respond to potentially dan-
gerous stimuli before we fully know what the stimulus is (LeDoux, 
1996, p. 164). 

Although, LeDoux’s model is mostly based on animal research, re-
cent human brain imaging studies show that the amygdala may be 
excited by the stimuli that are not consciously perceived and that the 
subcortical pathway appears to be mainly involved in rapid amyg-
dala responses  (Vuilleumier et al., 2001; Ohman, 2002; Phelps, 
2006; Luo et al., 2010; Cecere et al., 2013). The LeDoux model, 
thus, explains at the neural circuitry level the mechanisms triggering 
Andromache’s bodily reactions and behavior (in response to Hecu-
ba’s dreadful cry) before she became aware of her fear (Homer, 
1898; XXII.437).

However, like the ancient thinkers, who ignored rich literary de-
scriptions of emotional states and presented simplified views of emo-
tions, some contemporary philosophers also appear to show a lack of 
understanding of the empirical studies of emotions and their signifi-
cance. For example, Peter Hacker (a philosopher) together with his 
co-author Maxwell Bennett (a neuroscientist) present critical views on 
neuroscientific contributions to the understanding of emotions (Ben-
nett and Hacker, 2003). Hacker and Bennett reject animal research 
as a source of insight into human emotions. Discussing LeDoux’s 
model, Hacker and Bennett state: 
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Conditioning rats to fear an electric shock (cf. LeDoux’s important 
research) is a poor foundation for insight into human emotion and 
its neuropsychological conditions and accompaniments (Bennett and 
Hacker, 2003, p. 205).  

Hacker and Bennett base their criticism on their assumption that emo-
tions are by definition conscious states: 

Emotions, we have noted, are not brain states or bodily responses. 
They are neither objects of perception nor sensations that are felt. To 
feel frightened just is to be frightened, just as feeling angry is not di-
stinct from being angry (Bennett and Hacker, 2003, p. 210). 

One can imagine Hacker’s and Bennett’s resistance to accepting an-
imal research as a source of insight into human emotion conscious-
ness processes, however, the claim that animal threat conditioning 
research is useless for understanding neuropsychological conditions 
of human fear is not only unjustified but also contrary to empirical 
evidence. Animal research for over two decades has informed stud-
ies of human fear. Ample data demonstrate that the same anatomical 
structures, such as the amygdala, are associated with threat responses 
in humans and non-human animals (Whalen and Phelps, 2009). Like 
their Ancient predecessors, Hacker and Bennett appear to ignore 
available sources of insight into emotion processes and perceive emo-
tions through the prism of the intellect and conscious thinking (to feel 
frightened just is to be frightened). As a consequence of such simpli-
fied understanding of emotions, infants or patients with alexithymia, 
a condition characterized by difficulties with identifying one’s emo-
tions (Moriguchi and Komaki, 2013; Gu et al., 2013), would be con-
sidered as being void of emotions. Despite his distrust in emotions, 
Plato was able to acknowledge that humans can recognize each other 
emotions because they share them (Gorgias; 481c, p. 265; transl. by 
W.D. Woodhead; in Plato, 2002). We have to share something with a 
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crying infant or an anxious alexithymic patient that allows us to name 
their emotional states even if they cannot do it themselves. In their 
reductionist (reducing emotions to what is studied through introspec-
tion) approach to emotions the authors of the Philosophical Founda-
tions of Neuroscience appear to miss the social context of emotions. 
Hacker and Bennett also reject the LeDoux “two-road model”: 

It makes no sense, save as misleading figure of speech, to say, as Le-
Doux does, that it is “possible for your brain to know that something 
is good or bad before it knows exactly what it is (Bennett and Hac-
ker, 2003, p. 152). 

Hacker’s and Bennett’s criticism of the neuroscientific accounts of 
emotions encounter its own philosophical criticism. Daniel Dennett 
replies: 

But who is misled? Not LeDoux and not LeDoux’s readers, if they 
read carefully, for they can see that he has actually found a very good 
way to make the surprising point that a specialist circuit in the brain 
can discriminate something as dangerous, say, or as desirable, on the 
basis of a swift sort of ‘triage’ that is accomplished before the infor-
mation is passed on those networks that complete the identification of 
the stimulus (Dennett, 2007, p. 94–95). 

Hacker and Bennett assume a rigid notion of “knowing”, which is 
limited to conscious processes. Therefore, they are unable to accept 
the fact that the brain can detect, compute and respond to stimuli with-
out the involvement of conscious processes.   Contrary to expecta-
tions of some of the philosophers, the role of philosophy in conceiv-
ing models or concepts, which could be used in the neuroscientific 
study of emotions, is very limited. Dennett continues: 

Do the authors offer anything else that might be of value to the neu-
rosciences? They offer no positive theories or models or suggestions 
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about how such theories or models might be constructed, of course, 
since that would be not the province of philosophy (Dennett, 2007, 
p. 95). 

By making the introspective intellect a measure for all other men-
tal processes, philosophy early-on rejected emotions and their multi-
ple dimensions. As a consequence, philosophy has not established any 
adequate conceptual framework to understand emotions in their com-
plexity. Indeed, although the neuroscientific view on emotions is in-
complete and as long as neuroscience continues it will remain incom-
plete, it is emerging as a major source of knowledge about emotions. 
In as much as ‘understanding’ of Andromache’s horror and despair at 
the very basic human level requires empathy, grasping the complex-
ity and multidimensionality of emotions necessitates opening to per-
spectives brought by empirical research.  
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Abstract

A new hypothesis on the neural mechanisms linking affect to attention 
is brought forward by evolutionary simulations on agents navigating 
a virtual environment while collecting food and avoiding predation. 
The connection strengths between nodes in the networks controlling 
the agents were subjected to random variation and the fittest agents 
were selected for reproduction. Unexpectedly, oscillations of node 
activations emerged, which drastically enhanced the agent’s fitness. 
Here we analyzed the mechanisms involved in the modulation of at-
tention and found that oscillations acted on competitive networks. Re-
sponse selection depended on the connection structure, but the speed 
and efficacy of switching between selections was modulated by os-
cillation frequency. The main focus of this study was the differential 
emergence of stimulus-specific oscillation frequencies. Oscillations 
had a higher frequency in an appetitive motivational state than in an 
aversive state. We suggest that oscillations in biological networks also 
mediate the affective modulation of attention.
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1. Good vibrations switch attention

The method of computationally simulating evolutionary processes 
provides a unique opportunity for the automated development of 
models and hypotheses on cognitive and affective processes and their 
underlying neural mechanisms. The role of the modeler is limited to 
setting up the evolutionary selection procedure (e.g., a genetic algo-
rithm; Holland, 1975), the initial state, and the environmental condi-
tions. This has several advantages of which the opportunity for inno-
vation is not the least. Novel models with mechanisms and functions 
that had not been previously considered may emerge from these un-
directed optimization procedures.

In previous simulation work (Heerebout and Phaf, in press) we 
serendipitously discovered ‘artificial neural oscillations’ in agents 
that inhabited a virtual environment (see Figure 1). The oscillations 
were an emergent property, not intentionally built in, and not even 
thought of beforehand, which proved to be highly adaptive. These 
simulations extended our investigation of LeDoux’s (1996) evo-
lutionary justification of his dual-pathway model for the process-
ing of emotional stimuli (den Dulk, Heerebout and Phaf, 2003). 
The agents, which were controlled by artificial neural networks, in-
creased their chances of reproduction and survival by collecting food 
while avoiding predators. Analyses of the oscillating agents showed 
that the evolutionary advantage was conferred by an enhanced ca-
pacity for attentional switching when in an oscillatory mode.

To test the switching efficacy of an oscillating agent, it was com-
pared to a non-oscillating agent from a control simulation with a sim-
pler network. Both agents responded to a plant, placed in front of 
them at an angle of 45 degrees to its left, which would, as the agent 
approached the plant, suddenly be replaced by a predator. Their phe-
notypic behavior was described in terms of speed of movement and 
rotational speed, and revealed distinct approach and avoidance behav-
iors. The oscillating agent would first ‘cautiously’ approach the plant 
following a swerving, ‘zigzag’, trajectory and then, as it detected the 
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predator, make a sharp turn (at 0.042 degrees per time step) and ac-
celerate strongly(the speed increased 87% in the first ten time steps). 
The non-oscillatory agent kept a more constant speed. When it would 
detect a predator, it accelerated only slightly (its speed increased only 
13% in the first ten time steps) while turning away (with 0.034 de-
grees per time step). In addition, this appeared to be a robust finding, 
because fast switching oscillating agents turned up in five out of the 
seven replications.

Although the behavioral consequences of the oscillations were 
evident, the underlying mechanism demanded further analysis. More-
over, the networks from the replicated simulations exhibited oscil-
lations at different frequencies. If the oscillations were adaptive be-
cause they enhanced the ability to quickly switch between competing 
behaviors, then the evolutionary demands imposed by the two types 
of stimuli might induce different oscillation frequencies. After all, in-
creased flexibility may be advantageous when searching for food, but 
when fleeing from a predator foraging constitutes a distraction with 
potentially fatal consequences. 

Predator

Plant

Agent

Figure 1. Graphic depiction of the virtual environment with one agent, six 
predators and ten plants. The arrows pointing away from the agent and the 
predators indicate the direction of movement. The environment is ‘torus’ 
shaped (i.e., if a predator or agent leaves the environment on one side of the 
square, it immediately re-appears on the opposite side).
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The present study aimed to address these two issues. First, we 
will briefly reiterate the method of evolutionary simulations. This is 
followed by the discussion of a simplified connection scheme, newly 
abstracted from previously evolved agents with oscillations in their 
networks. This simple connection scheme operated according to a 
winner-take-all competitive process, of which the switching speed 
was modulated by oscillation frequency. Similar competitive pro-
cesses are often assumed to be involved with attentional selection 
in biological neural networks. More specifically, in our evolved net-
works the competitive mechanism seems to be responsible for selec-
tion-for-action (cf. Allport, 1989). We further investigated how the 
oscillations are able to modulate selection speed without influencing 
the specific outcome of this selection process. In addition, the simu-
lation was replicated another 25 times to test whether positive stimuli 
indeed yielded faster oscillations than negative stimuli. Finally, the re-
sults from the evolutionary simulations are combined with empirical 
data on attentional selection and affect into the hypothesis that also 
in biological neural networks positive affect is associated with higher 
neural oscillation frequencies and more efficient attentional switch-
ing than negative affect, which conversely fosters the maintenance of 
attentional focus.

2. Evolutionary simulations

Computer simulations allow researchers to perform experiments that 
would otherwise be impossible because of temporary, spatial, mone-
tary or ethical constraints. Our evolutionary history is not directly ob-
servable and, therefore, empirically investigating evolutionary expla-
nations is a difficult task. To address this problem with computational 
means, we applied a Genetic Algorithm (Holland, 1975) to agents 
navigating a virtual environment while collecting food and avoiding 
predators. Genetic Algorithms (GA’s) are traditionally used as an op-
timization method, inspired by natural selection. Starting from an ini-
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tial population that consists of a random combination of gene values, 
the search for optimal solutions proceeds through selection and repro-
duction. Fitness is defined as some measure of how well the parameter 
set solves the problem. Thus, better solutions get a higher chance of 
survival and reproduction. When a specific solution gets to be repro-
duced, its parameters are subject to mutations and crossovers. Muta-
tion may improve the performance of the population by occasionally 
suggesting a new partial solution. With ‘crossover’, two individual 
solutions selected for reproduction are recombined. The new solu-
tions replace the less fit solutions in a population. From generation to 
generation, this leads to a higher overall fitness.

The evolutionary inspired optimization technique has been fruit-
fully applied to real-world problems. For example, the Aircraft Aero-
dynamics and Design Group at Stanford employed GA’s for optimiza-
tion of aircraft design (Gage, 1995). A novel wing design was sought 
that minimized drag. The initial population resembled simple solu-
tions, encoding the wing as a collection of tapered and twisted ele-
ments. Next, the solutions were slightly mutated, adding or removing 
a few random elements. The drag for each solution was then calcu-
lated using a vortex lattice analysis. This ‘fitness function’ determined 
which designs were selected for reproduction (i.e., which were copied 
with slight alterations). Multiple repetitions of the process quickly led 
to the discovery of winglets, small vertical additions at the wingtips 
(a standard CO2 emission reducing measure on passenger jets nowa-
days). Later on, the algorithm found even more efficient “C”-shaped 
wingtips. This design concept was patented and its application to fu-
ture aircraft models is under investigation. Although the fitness func-
tion guided the evolutionary process, the random variations allowed 
for the emergence of a fundamental, innovative design concept.

Due to their innovative power, GAs stand in stark contrast with 
more conventional cognitive modeling approaches. Connectionist 
models, but also models constructed with a symbolic formalism like 
ACT-R or SOAR, are usually analytical models constructed to explain 
empirical data, formalizing some cognitive theory. The evolutionary 



168 Bram T. Heerebout, R. Hans Phaf

simulations, consisting of a GA applied to the agents’ neural networks, 
on the other hand, automatically synthesize models that produce the 
goal-behavior, as specified in the fitness function. It should be em-
phasized that the modeler does not construct a model, but merely 
sets up conditions conducive to the evolution of the model that per-
forms a particular function. When considering different models that 
explain behavioral data equally well, the model that has been shown 
to be more likely to develop in evolutionary simulations should be 
preferred above the others. Moreover, due to the innovative power of 
the GA even new models and hypotheses, not previously considered 
by neuroscientists, may emerge.

The conventional neural-network modeling of affective processes 
(Armony et al., 1995; Den Dulk et al., 1997; Phaf et al., 2001) has 
been strongly inspired by the neurobiological work of LeDoux (1986, 
1996). According to LeDoux, the mammalian brain processes fear 
stimuli via two parallel pathways, running from the sensory thala-
mus to the amygdala. One pathway projects directly from the sen-
sory thalamus to the lateral nucleus of the amygdala, the other indi-
rectly, first passing through the cortex before reaching the amygdala. 
LeDoux suggested that these pathways might have evolved to func-
tionally supplement each other. The direct pathway can produce a 
fast fear response, consisting of autonomic, endocrine and motor 
(e.g., avoidance) reactions, to a potentially threatening stimulus. The 
slower indirect pathway processes the stimulus more extensively and 
may strengthen the initial response if appropriate in case of an actual 
threat, or inhibit the direct reaction in case of a false alarm. LeDoux 
(1996) argued that the different functions of the two pathways are 
adaptive, because the evolutionary cost of a miss exceeds the total 
costs of the many false alarms produced by the direct pathway.

The straightforward formulation in terms of evolutionary benefits 
and costs by LeDoux (1996) facilitated the translation by den Dulk 
et al. (2003) into evolutionary simulations, which indeed resulted in 
the emergence of dual-processing networks. The setup largely fol-
lowed the simulations of Beer (1990), in which Beer used Braitenberg 
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(1984) vehicles (i.e., the agents) to collect plants through chemotaxis. 
For the present study, the same software for the simulations was used 
as in the study den Dulk et al. (2003) but the networks of the agents 
were extended with an extra recurrent layer (see Figure 2) to investi-
gate the adaptive value of such recurrent connections.

Figure 2. The four layers of the network architecture used in the simulations. 
The layers were potentially fully connected (i.e., all connections in the indica-
ted direction could evolve to non-zero values in the course of the simulations). 
The arrows depict the direction of the connections. The context layer was ad-
ded by Heerebout and Phaf (in press) to allow for recurrent processing.

The present study completely followed the original design choices 
made by den Dulk et al. (2003). The oscillations, thus, resulted from 
a ‘design’ process by the GA, but not from the part of the modelers. 
Relative to this previous study no parameter adjustments were made 
and the space of possible fitness functions was not explored in any 
manner to arrive at these results. Insofar as the range of parameter val-
ues was explored by den Dulk et al., it mostly proved of little influ-
ence when the parameters remained within reasonable bounds. For in-
stance, whether the number of plants that were simultaneously present 
in the environment was four, six, or eight, the agents would always 
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evolve to approach plants. The choice for the number of six plants, 
which was also used in our simulations, was therefore arbitrary. After 
initialization the simulations followed a simple three-stage procedure, 
the gist of which will be described here in brief, but more details can 
be found in Appendices A, B and C.

Figure 3. An example of oscillating activations in the nodes of the network 
of a last-generation network. The nodes’ activations are shown over time, 
separated per layer. The activations shown in panel (A) were recorded when 
the agent was confronted with a plant and in panel (B) when the agent was 
confronted with a predator. In this example, the period of the oscillation was 
two time steps with the plant stimulus and six time steps with the predator 
stimulus.

During initialization a population of agents was created with all 
the agents’ network connection weights set to zero. The potential net-
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work connections, which could evolve to nonzero values, specified 
a simple multi-layered architecture with an input layer of four nodes 
projecting to two output nodes and to four hidden nodes. The hidden 
nodes projected to the output nodes and also to another layer of four 
hidden nodes, which recurrently projected back to the former hidden 
nodes. The connections between the two layers of hidden nodes could 
develop independently (i.e., they did not have symmetrical weight 
values). One time step was defined as the duration of the calculation 
of a node’s activation. Therefore, the signals a node received at time t 
determined its activation at time t, but this activation would be prop-
agated over its sending connection at t+1 (see also Appendix D).

In the first stage the algorithm would select agents to create off-
spring until the population size had tripled. With the initial population 
the selection is arbitrary, but with subsequent generations the agent’s 
fitness (measured in the second stage) determined the agent’s probabil-
ity of being selected (see Appendix A for details on the selection and re-
production process). In the second stage, the fitness of each agent would 
be determined individually in twelve different random virtual environ-
ments, which always contained ten plants and six predators. The move-
ment of the predators was governed by networks similar to those of the 
agents. These networks, however, were pre-configured to let the pred-
ators approach the agents. This configuration would not change (i.e., 
there was no ‘arms race’ between prey and predator).

The agents had olfactory sensors, located on the front left and 
right of their round bodies, which picked up the smells emitted by 
the plants and predators. The agents could utilize the lateral dif-
ference in smell intensity to estimate the direction of the source. 
The sensors relayed the detected intensities to the input nodes of 
the agent’s network. After processing, the output nodes’ activation 
would drive the agents’ left and right motor actuators, giving the 
agents tank-like propulsion. Appendix B describes the details of the 
smell distribution.

If an agent collided with a plant, the food was considered eaten, 
and one unit would be added to the agent’s energy level. The plant 
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would subsequently reappear at a randomly selected location. Move-
ment by the agent led to a reduction of energy (the exact energy cost 
was calculated from the force an agent exerted on the environment; 
also see Appendix B for details). An agent would be removed from the 
environment if it collided with a predator, if its energy was depleted 
or if the maximum of 10,000 time steps had passed.

When the agent was removed, its fitness was calculated as its en-
ergy level multiplied by the total number of time steps spent in all envi-
ronments divided by the number of times it had been tested. In the third 
stage agents are removed from the population, whereby the lowest scor-
ing agents have the highest probability of being removed. Appendix 
C explains how the agents’ fitness is used to calculate this probability.

After cycling through the stages described above 10,000 times, 
den Dulk et al. (2003) obtained weight configurations that had a func-
tionality similar to LeDoux’s dual pathway model. This architecture 
was found only in simulations, when (a) the plants and predators were 
hard to distinguish, (b) processing via a hidden layer took more time 
than direct processing, and (c) both plant and predator were relevant 
to the agent’s fitness. The qualitatively different types of processing 
in the two pathways were further supported by lesion studies of the 
separate pathways (i.e., setting all the weights in one path to zero) in 
the artificial neural networks. These findings support LeDoux’s hy-
pothesis that the dual pathway model is adaptive and that it can evolve 
over time through small mutations, when there is an exchange be-
tween time pressures and need for accuracy.

3. Oscillations in competitive networks

Heerebout and Phaf (in press) subsequently extended the simulation 
setup to investigate the adaptive value of recurrent connections via a 
new hidden layer in the indirect pathway. The recurrent processing 
could hypothetically lead to a working memory capacity for previ-
ously processed stimuli by allowing activations from previous time 
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steps to contribute to the present network state. Unexpectedly, the 
added layer caused the networks to oscillate (e.g., see Figure 3). These 
oscillations clearly had an adaptive function, more than doubling the 
agents’ performance relative to agents from the control simulation, 
without recurrent connections.

 

Figure 4. The network configuration distilled from the evolved agents that 
generates the oscillations. De ‘I’ nodes provide inputs of scent ‘a’ and scent ‘b’. 
The solid lines with the arrowheads depict excitatory connections (with we-
ight = 5) and the dashed lines with the globule heads depict inhibiting con-
nections (with weight = -10). Without the grey nodes N3 and N6, the nodes 
N1 and N2 simply compete with nodes N4 and N5, resulting in the attentional 
selection of one of these pairs. With the indicated connections to the nodes 
N3 and N6 added, the network oscillates which modulates the competitive 
process.

In comparison to the LeDoux’s dual-pathway model, an alterna-
tive type of dual-processing dynamics emerged in these simulations. 
The direct route was no longer biased towards avoidance, but had a 
general energizing function. After lesioning the direct route, approach 
and avoidance tendencies could be distinguished in the indirect route, 
but the actions were not actually performed. For the action tendency 
to actually develop into an action, ‘arousal’ from the direct route was 

N1 N3 N6 N4

Ia Ib

N2 N5
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needed. The nodes in the indirect route entered into a competitive 
process whenever input was delivered to them. The selection of spe-
cific approach or avoidance action tendencies was determined by the 
evolved weight configuration. The oscillations added speed to this se-
lection to a similar extent as was added by preparation through the di-
rect route in the classical dual-pathway model.

In classical competitive network models (e.g., see McClelland 
and Rumelhart, 1981; Rumelhart and Zipser, 1985) input causes the 
nodes in a network to compete for activation and a steady state can 
mostly be reached through a process of multiple constraint satisfac-
tion, in which the connection weights constitute the constraints. Al-
though networks of this kind have been applied to model visual at-
tention (e.g., Phaf et al., 1990), the inability of competitive networks 
to swiftly leave a winning state remains a major problem. Switch-
ing in these networks usually requires a period of activation decay or 
even manual intervention by the modeler. The oscillations might sug-
gest a solution to this switching problem by providing a supplemen-
tary mechanism to reset the competition. With oscillating competitive 
networks the winning state could easily shift to another set of nodes 
in the troughs of the periodical activations. To examine how the os-
cillations influenced response switching, we distilled an abstract con-
nection structure (see Figure 4) from the oscillating agents. Because 
the competitive behavior was preserved in the abstract network, even 
when the oscillation-generating connections were removed, the im-
pact of the oscillations on the competitive process could be investi-
gated.

The abstract network was constructed by identifying the connec-
tion sets that produced the oscillations in the networks. To this end, neg-
ligible and non-effective weights (without which the oscillatory prop-
erties of the remaining network did not change) were set to zero and 
nodes that consequently did not receive any activation were omitted 
from the abstract network. With these steps the idealized symmetri-
cal connection scheme of Figure 4 (for reasons of computational parsi-
mony all networks were symmetrical with respect to the left and right 
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nodes) was formed. Activations were mirrored with respect to input 
from node Ia and Ib. Activation of N1, by input node Ia, for instance, trig-
gered activation of N2. Excitatory feedback from N2 to N1 helped to sus-
tain the activation in both nodes. The excitatory connection to the in-
hibitory node N3, however, implemented a “flip-flop” mechanism and 
caused these activations to oscillate. Interestingly, this type of recurrent 
inhibition has also been identified as a neural oscillation generator by 
Ritz and Sejnowski (1997; see also Dupret et al., 2008). In addition, the 
strong inhibitory crossed connections from N2 to N4 and from N5 to N1 
caused N1 and N4 to compete for activation. For the inhibitory mecha-
nism to successfully overrule the excitatory input, all inhibitory con-
nections were, in this idealized model, exactly twice the strength of the 
excitatory connections (-10 and 5 respectively). When context nodes 
N3 and N6 are removed from the connection scheme, a classical com-
petitive network remains. The N1 and N4 nodes compete for activation 
when input activation is applied, and only the most strongly activated 
node (i.e., the ‘winner’) can preserve a non-zero activation. 

The switching efficacy was examined by comparing performances 
of oscillatory and non-oscillatory competitive networks in a switching 
task (see Figure 5). The non-oscillatory network had the same connec-
tion weights as the oscillatory network, but the connections involved 
in the generation of oscillations were lesioned (i.e., set to zero). So, 
both types of networks were derived from the evolved agents that 
showed oscillatory activations. Non-oscillatory agents evolved in the 
simulations may have developed other switching mechanisms, pre-
sumably involving less mutual inhibition in the first place, but from 
their fitness scores we know that these mechanisms were less effective 
than oscillations (see Heerebout and Phaf, in press). For the switching 
task, input consisted of a monotonically increasing signal to the in-
put node Ia, which would be replaced instantaneously by a strong sig-
nal to the Ib input node (see upper panel A of Figure 5). Panels B and 
C of Figure 5 show the ensuing activations of the nodes N1, N2, N3, 
and N4 of the non-oscillatory and oscillatory competitive networks, 
respectively. It is clear that the non-oscillatory network was unable 
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to overcome the winner-take-all mechanism after the switch and re-
mained stuck. Because the oscillatory network never completely set-
tled, it did not take a large change in input to tip over to another win-
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Figure 5. The input activations to both networks (A), activations in the non-
-oscillatory network (B), and in the oscillatory network (C). The scale of the x-
-axis (time steps) and the y-axis (activation) are the same for the three panels.
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ner. Due to the inhibitory pulses from node N3, which caused the 
intermittent deactivation of node N2 and provided an opportunity for 
N4 to become activated, the oscillatory network smoothly switched 
in a few time steps. The abstract model demonstrates that because its 
winning ‘steady’ state consists of oscillations, it is able to switch to 
another ‘steady’ state in the periodically occurring troughs of near-
zero activation.

The different abilities of oscillatory and non-oscillatory com-
petitive networks to switch winners clearly support our hypothesis 
that oscillations increase behavioral flexibility. Inhibition may have 
been exaggerated in the non-oscillatory networks relative to non-os-
cillatory networks evolved in actual simulations, but still in the lat-
ter networks switching ability is inferior to that of evolved oscilla-
tory networks (Heerebout and Phaf, in press). In addition, the abstract 
network distinguishes the specific underlying mechanisms for selec-
tion and switching. In both oscillatory and non-oscillatory agents ac-
tion tendencies (i.e., approach or avoidance) compete with each other, 
which according to the ‘selection-for-action’ framework (e.g., All-
port, 1989) can be characterized as an attentional process (cf. Des-
imone and Duncan, 1995; Duncan, 1996; Phaf et al., 1990). In the 
abstract network the modulation of competition by oscillations is su-
perimposed on the process of attentional selection. The oscillations, 
thus, enable the switching between winning representations without 
affecting the nature of the response that is being selected.

In a similar evolutionary-computation study by Ward and Ward 
(2008) agents evolved to actively direct attention to successive fall-
ing targets in order to ‘catch’ them. They found that to be able to fo-
cus on the first falling target, the activations from the second falling 
target, which was simultaneously present, needed to be inhibited. This 
inhibition subsequently caused difficulty in redirecting attention to 
the second target after the first one was caught. As a result the agent 
showed a moment of hesitation after the first target was caught. If the 
targets were closer together, the inhibition required to stay focused on 
the first target was more powerful, and the cost in terms of hesitation 
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was larger. Switching cost thus increased with level of competition. 
These findings are remarkably consistent with our own (Heerebout 
and Phaf, in press) in showing that evolution in most real-world situ-
ations not only needs to solve the problem of attentional selection but 
also of how attention should be subsequently redirected. The artificial 
neural networks in Ward and Ward’s setup had bilaterally symmetric 
weights, which prevented the emergence of the flip-flop mechanism 
(i.e., requiring asymmetrical excitatory and inhibitory connections) 
responsible for oscillations. To be sure the actual simulations should 
of course be done, but we would guess that letting loose the con-
straint of bidirectional symmetry in their simulations would lead to a 
strengthening of mutual inhibition and competition and to a reduction 
in switching costs due to the emergence of oscillations.

4. Oscillations in biological neural networks

The oscillations emerging in the evolutionary simulations can prob-
ably be associated with, relatively high-frequency, gamma oscilla-
tions (30–80 Hz) in biological neural networks (for an overview, see 
Buzsáki and Draghun, 2004). From the different frequency bands 
gamma oscillations have most consistenly been associated with at-
tention (Womelsdorf and Fries, 2007; Bauer et al., 2009). The rel-
evance of these oscillations, if any (Pareti and DePalma, 2004), re-
mains a matter of debate. Because evolutionary simulations optimize 
the genotypic neural networks given particular environmental condi-
tions, they may be in a unique position to shed light on the adaptive 
function of the emerging oscillations from a computational angle. 
Our previous work, at least, strongly argues in favor of an adaptive 
(i.e., fitness-enhancing) function of oscillations (Heerebout and Phaf, 
in press).

Neurobiological research has suggested a large variety of roles 
for the oscillations in different areas of the mammalian brain. Possi-
ble functions include the binding of cell assemblies (Gray, König, En-
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gel and Singer, 1989), biasing input selection through neuronal reso-
nance (Hutcheon and Yarom, 2000), providing a sense of time (Buhusi 
and Meck, 2005), selective amplification (Lengyel et al., 2005), and 
sequence learning (Ulanovsky and Moss, 2007). The enhanced abil-
ity of the agents to reorganize behavior in response to specific stimuli 
in our simulations may correspond to the suggestion of Schaefer, An-
gelo, Spors, and Margrie (2006) that oscillations serve to discriminate 
between stimuli (see also Brody and Hopfield, 2003, who showed that 
simple oscillating network models implemented sensory segmenta-
tion). In ground-breaking research, Sohal et al. (2009) even demon-
strated in genetically modified mice that light-induced gamma oscil-
lations enhanced information transmission in neocortex by reducing 
circuit noise and amplifying signals through the circuit. Increased flex-
ibility and switching ability would indeed imply that the information 
carried by the neural output is more strongly related to the input signal. 
The mice with induced gamma oscillations, thus, seemed to be able to 
switch attention more easily than the mice without gamma oscillations.

According to Fries, Nikolić, and Singer (2007) stimuli can be dis-
tinguished more easily because the interaction between excitatory py-
ramidal neurons and inhibitory interneurons results in a time-critical 
competition during the gamma cycle. The few pyramidal cells that 
are able to spike first, are the only ones to spike at all. Subsequently, 
the activity of these pyramidal cells is suppressed by strong inhibi-
tory interneurons which are themselves activated by the initial acti-
vation of these cells. The mechanism closely resembles the flip-flop 
mechanism we encountered in the agents’ networks from our simula-
tions. They suggest this mechanism enables fast processing and flex-
ible routing of activity, supporting fast selection of responses. The 
correspondence between the neurobiological findings of Fries et al. 
(2007) and our results further strengthens the association of the oscil-
lations emerging in our simulations with gamma band oscillations in 
biological neural networks.

In contrast to our hypothesis, Börgers, Epstein, and Kopell (2008) 
argued on the basis of their (non-evolutionary) simulations, that os-
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cillations increase stimulus competition, help to suppress distracters, 
and more narrowly focus selective attention. Their oscillations re-
sulted from the interactions between fast-spiking interneurons, which 
were periodically subjected to a ‘bath of inhibition’ due to cholinergic 
activation by a second class of inhibitory interneurons. During this 
‘bath of inhibition’ all neural activation was suppressed. Particularly 
activation from potential distracters could not reach threshold values. 
Subsequently, only the strongest representation in the network could 
peak before inhibition started all over again. In their view, only the 
selection resulting from competitive processes is strengthened by the 
oscillations. The increased focusing of attention due to oscillations in 
the Börgers et al. (2008) model would decrease, rather than increase, 
behavioral flexibility and reduce the amount of information trans-
ferred by a network (e.g., see Sohal et al., 2009). In contrast to Börg-
ers et al., in our simulations a distinction between attentional selection 
and attentional switching emerges, with oscillations only affecting the 
latter. The further finding of affect-specific oscillation frequencies, 
which will be discussed hereafter, provides additional support for the 
distinction and this specific role of oscillations. The evolutionary mo-
tivation, which can be distilled quite easily from the simulations, and 
the experimental evidence supporting the hypothesized link between 
affect and attentional switching, makes it likely that a similar setup 
can also be found in biological neural networks.

5. New simulations reveal stimulus-specific frequency

According to LeDoux (1996) the faster, more coarsely grained, direct 
pathway is biased to evoke an aversive response, because the costs of 
hesitation are higher when confronted with a threat than with food. 
This evolutionary reasoning suggests that threatening stimuli should 
quickly capture and hold attention (cf. Öhman et al.,, 2001). We won-
dered whether a similar bias towards focusing attention on negative 
stimuli could be found in the oscillating networks, even when they did 
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not have the classical LeDoux type of dual-route architecture. While 
moving away from an approaching predator, there is little need to 
heed to other stimuli. A high degree of distractibility caused by high-
frequency oscillations seems a disadvantage in this situation. 

A plant stimulus, on the other hand, should enable rapid behav-
ioral switching, if a predator would appear suddenly. This increased 
behavioral flexibility, moreover, is supported by ample empirical re-
search in which positive affect was found to increase cognitive and 
behavioral flexibility (Baumann and Kuhl, 2005; Das and Fennis, 
2008; Dreisbach and Goschke, 2004; Fenske and Eastwood, 2003; 
Isen, 1999; Luu et al., 1998; Tan et al., 2009). The broaden-and-build 
theory of Fredrickson (1998), for instance, generalizes these ideas 
even further by assuming that positive emotions serve to broaden an 
individual’s momentary thought-action repertoire by expanding the 
attentional focus. If indeed attentional flexibility is modulated by os-
cillations, it is only a logical step to expect higher oscillation frequen-
cies for foraging agents than for fleeing agents in the simulations.

To investigate stimulus-specific oscillation frequencies, we rep-
licated the simulations with the recurrent connections of Heerebout 
and Phaf (in press) an additional 25 times. This resulted in a total 
of 32 simulations. The new simulations were exact replications, but 
new pseudo-random numbers were used in the stochastic decisions 
(e.g., the weight mutations) for each simulation. We found 430 agents 
with oscillating networks in the last generation of 27 out of 32 sim-
ulations (totaling 547 agents). The oscillation frequencies, both with 
food and predator stimuli, ranged from zero to 0.5 time step-1 (fre-
quency was measured as the inverse of the number of time steps in a 
complete activation cycle; periods ranged from infinite, 6, 5, 4, 3 to 2 
time steps). Some (n = 347) networks oscillated both with plant and 
predator, sometimes with different frequencies, whereas 54 networks 
showed only plant oscillations and 29 networks showed only preda-
tor oscillations.

The presence of oscillations had a clear effect on the agents’ fit-
ness. The oscillating agents (n = 430; average fitness = 20,112; SD 
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= 17,833 energy x time step) reached significantly higher levels of 
fitness (F(1, 546) = 7.67; p < 0.01, ηp

2 = 0.014) than non-oscillat-
ing agents (n = 110; average fitness = 15,220; SD = 12,493 energy x 
time step) demonstrating that the oscillations have clear functional 
advantages in these simulations. Over the total of 547 agents the av-
erage frequency was significantly higher (F(1, 547) = 25.27, p < 
0.0001, ηp

2 = 0.044) when an agent detected a plant (f = 0.22, SD = 
0.19 time step-1) than when an agent detected a predator (f = 0.18; 
SD = 0.17 time step-1). The extrapolation of these results to biolog-
ical neural networks, of course, remains hazardous, but if we as-
sume that a time step (i.e., the time needed for activation transfer by 
a neuron) is about 5 ms, this would result on average in 44 Hz oscil-
lations with the food and 36 Hz oscillations with the predator (c.f. 
the two frequency bands in Dupret et al., 2008). The frequency dif-
ference between stimulus types supports the conclusion that oscil-
lations increase the agents’ ability to switch behaviors, and that the 
difference arises from the differential environmental demands posed 
by food and predators.

An anonymous reviewer to a previous version of the manuscript 
suggested that the dynamic properties of the plants and predators 
could be confounded with their valence. The plants were always sta-
tionary, but the predators actively pursued the agents. To test whether 
this dynamic property could cause the difference in oscillation fre-
quency we performed a further set of 22 simulations, in which the 
plants also moved through the environment, albeit in random direc-
tions. The speed (0.3 length units per time step) approximated the av-
erage speed of the predators. For the remainder, all conditions and pa-
rameters remained the same. If the speed difference is responsible for 
the differential processing of plants and predators, no frequency dif-
ference should emerge in these simulations.

The total number of agents in the last generations of all simula-
tions equaled 377. Oscillations were again recorded in response to 
plants and to predators. Of the 377 agents 113 showed oscillations 
only in response to plants and 17 only to predators. The majority, 209 
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agents, oscillated both with plants and with predators. A small group 
of 38 agents did not show oscillations with either stimulus. Similar 
to the previous simulations, the oscillating agents (n = 339; average 
fitness = 16,977; SD = 14,752 energy x time step) reached signifi-
cantly higher levels of fitness (F(1, 375) = 10.9; p < 0.01, ηp

2 = 0.026) 
than the non-oscillating agents (n = 38; average fitness = 9,282; SD 
= 6,738 energy x time step). The difference in oscillation frequency 
was significant (F(1,376) = 67.98, p < 0.0001, ηp

2 = 0.153) and even 
larger than with the previous simulations. When an agent detected a 
plant the average frequency was 0.25 (SD = 0.18) cycle per time step 
and when an agent detected a predator the average frequency was 0.16 
(SD = 0.17) cycle per time step. If we again assume that a time step 
lasts 5 ms, the plant frequency corresponds to 50 Hz and the predator 
frequency to 32 Hz. These results do not seem to support alternative 
interpretations in terms of stimulus dynamics.

6. Frequency reflects affective and motivational state

Specific stimuli have acquired their positive affective value, because 
they generally raised fitness levels throughout evolutionary history. 
Inversely, negative stimuli are characterized by their recurrent poten-
tial to lower fitness. Positive and negative affect indeed appear to be 
generated by the nervous system as a neural code “to those aspects 
of the environment that were a consistent benefit or threat to gene 
survival in ancestral environments” (p. 173, Johnston, 2003). Affec-
tive states in the networks are thus inferred from the consequences 
specific stimuli may have for fitness level. During evolution the net-
work ‘learns’ to predict these consequences and to prepare for appro-
priate actions. Appetitive-approach tendencies towards positive stim-
uli and aversive-avoidance tendencies away from negative stimuli 
have likely developed in evolution to maximize fitness benefits and to 
minimize fitness costs, respectively. Such action tendencies, at least, 
emerged from the undifferentiated initial networks in our simulations 
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as a response to fitness-relevant stimuli. Fitness costs are minimized 
by a focusing of attention on the negative stimulus and low distract-
ibility. Fitness benefits are maximized by an approach to all positive 
stimuli and a high level of distractibility by other stimuli. The level of 
distractibility in our simulations was positively related to oscillation 
frequency. On average, oscillations had a higher frequency when the 
agent was foraging than when it was trying to escape from a predator. 
We suggest that a specific oscillation frequency sets the network in 
a suitable attentional mode to deal with affectively valenced stimuli.

The aforementioned, highly comparable simulation study by 
Ward and Ward (2008) also addressed attentional switching, but did 
not investigate affective influences on switching. Interestingly, Ward 
and Ward linked the reactive inhibition of the second target to the at-
tentional blink (AB) phenomenon, and referred to recent neurocog-
nitive studies (Hommel et al., 2006; Kessler et al., 2006) that also re-
late attentional dwell time to reactive inhibition. The inhibition of 
the second target when it is sufficiently close to the first target in the 
Ward and Ward simulations can of course easily be transposed to in-
terference in the attentional blink task. The comparison can even be 
taken one step further, because also affective influences have been 
found on the attentional blink (Olivers and Nieuwenhuis; 2006; see 
also Most et al., 2006; Todorović, 2009, recently obtained similar af-
fective modulation of the attentional blink in our laboratory). Not 
only for the attentional blink task, but also for other experimental 
tasks there is substantial evidence for the hypothesized link between 
affect and attentional switching (Baumann and Kuhl, 2005; Das and 
Fennis, 2008; Dreisbach and Goschke, 2004; Fenske and Eastwood, 
2003; Isen, 1999; Luu et al., 1998, Tan et al., 2009). In comparison, 
the empirical evidence for a relationship between affect and oscilla-
tion frequency is much scarcer.

The extrapolation of the simulation results to biological neural 
networks remains a big step, and surely needs to be supported by em-
pirical evidence. There is some research to suggest that the frequency 
differences emerging from the evolutionary simulations may have a 
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similar biological function. A motivational role of gamma oscillations 
is, for instance, suggested by a study of Rougeul-Buser and Buser 
(1997). They observed 40 Hz oscillations in a cat’s motor, parietal, 
and visual cortices when it was waiting in front of a hole in the wall 
from which at times a mouse could pop out and then quickly disappear. 
When the cat was simply watching the mouse in a perspex box, how-
ever, only lower frequencies of 10–15 Hz showed up. We would argue 
that the cat by the hole is in a positive affective state, full of expecta-
tions of a nice meal, and is prepared to quickly switch from immobility 
to vigorous attack. With the box, however, where the cat cannot reach 
the mouse, both the need for this preparation and the corresponding os-
cillation frequency is lower. In the mouse, on the other hand, we would 
expect the oscillation frequency to be much lower when it is being 
hunted by the cat than when it, for instance, detects a piece of cheese.

A causal relationship between gamma oscillations and positive 
affect has to our knowledge only been demonstrated very recently 
by Tsai et al. (2009). They showed with their highly innovative op-
togenetic method (also see Sohal et al., 2009) that trains of high-fre-
quency light flashes (50Hz) applied to the ventral tegmental area (i.e., 
containing many dopaminergic neurons) of optogenetically manipu-
lated mice served as a strong reward signal in place conditioning. In 
the trial, mice were exposed to both high-frequency light trains in one 
room and low-frequency light trains in another. The total amount of 
light the mice were exposed to was equal in both rooms. Afterwards, 
when the mice were given the choice, they all preferred the room were 
they had been exposed to the high-frequency light trains. If the high, 
but not the low, frequency light trains can substitute a reward signal, 
normally produced by a positive stimulus, then this shows that, at 
least in some cases, high frequency oscillations correspond to posi-
tive affect.

The other optogenetic study we mentioned (Sohal et al., 2009), 
which was performed by the same group and published simultane-
ously with the study of Cardin et al. (2009), showed the induced 
gamma oscillations enhanced information transmission. Our evolu-
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tionary simulations suggest that the two observations are connected 
and that high neural oscillation frequencies facilitate efficient atten-
tional switching and high levels of information transmission, whereas 
low frequencies foster the maintenance of attentional focus to nega-
tive stimuli. Although at the outset of their research these authors have 
not formulated specific hypotheses about the relation between oscilla-
tion frequency, attention, and motivational state, their results provide 
converging evidence for our hypothesis.

Two different hypotheses were brought forward by the evolution-
ary simulations in this study. First, oscillations have a modulatory role 
which is superimposed on attentional selection by means of compe-
tition. Second, oscillations have a higher frequency in an appetitive 
state, associated with positive affect, than in an aversive state asso-
ciated with negative affect. Particularly the latter hypothesis appears 
to be new and may provide the missing neurobiological link between 
affect and attention, which has often been investigated in psycho-
logical research. There are only few ideas about the neurobiologi-
cal mechanisms underlying affective influences on information pro-
cessing and in view of these simulation results the oscillations seem 
a likely candidate. Computational simulations can only show that a 
particular hypothesis is more probable than another (i.e., the likeli-
hood of its emergence is higher), but not that it necessarily holds true 
in biological neural networks. Evolutionary computation takes a spe-
cial position within the modeling approaches, because it can create 
new models and thus form the starting point of the empirical cycle. 
Of course, novel hypotheses can only be successful if the good vi-
brations generated by the computer simulations resonate in empirical 
work and eventually lead to a switching in neurobiological research 
perspective.
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Appendix A

To create offspring, the first parent was chosen by ‘tournament selec-
tion’. This was the agent with the highest fitness within a random sub-
set of agents of one third of the population. To select the second par-
ent agent, an adapted ‘roulette-wheel selection’ was applied. For each 
agent a portion of a roulette wheel (i.e., proportional to the probabil-
ity of selection) was allocated. The probability of an agent (Pi) to be 
selected was calculated with the formula:

(1)

This formula combined an agent’s the resemblance to the first 
parent and the agent’s reduced fitness. The resemblance to the first 
parent, its ReversedDistance, was measured as the inverse of the Eu-
clidean distance between the networks, which in this context were 
represented as points in a multidimensional space, defined by the net-
works’ connections. The agent’s ReducedFitness was its fitness minus 
90% of the lowest occurring fitness in the current generation. 

The connection strengths of the parents were used to create two 
offspring. Half of the time each offspring was a copy of one of the 
parents and the other half they were a mixture of both parents. In case 
of a mixture, two random parts of the weights would be swapped. In 
addition, all the weights, ranging between –10 and 10, would mutate 
slightly by adding M, which was calculated with the formula:

							     
(2)

where r was a random value drawn from a uniform distribution be-
tween 0 and 1. The offspring were added to the population and the 
process was then repeated until the population size had tripled. All 
agents were considered as parents once again with the creation of 
each offspring pair.


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Appendix B

The entities had a round shape with a radius of 10 length units. The 
environment was a torus shaped square which sides measured 400 
length units. Smells were emitted by all entities in the environment 
and dissipated in all directions equally with geometrically decaying 
intensity (S) according to the formula:

                      :	

	                                  :  S = 0				    (3)

with SMAX = maximal smell intensity at the source (set to 25), δ = dis-
tance to the source (in length units) and δMAX = maximal distance at 
which the source was smelled (set to 100). The entities emitted multi-
ple smells in different ratios. Plants emitted both smell ‘a’ and ‘b’ with 
the intensity of ‘a’ being half as strong as ‘b’. With predators smell ‘b’ 
was half as strong as smell ‘a’.

The agent’s motor actuators exerted a force against the environ-
ments surface that propelled the agent straight ahead if both forces 
were equal or curved if the one was greater than the other. Each time 
step that force was exerted, the agent’s energy was reduced by an 
amount Energyt according to the formula:

				    (4)

where MotorActt = activation of the actuator at time t, MaxAct = the 
actuator’s maximum activation (set to 1.0), MaxEnergy = maximum 
consumption per actuator per time step (set to 0.001). In addition, the 
agent used a static energy cost of 0.001 per time step. 
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Appendix C

In the third stage agents are removed from the population. The prob-
ability of staying in the population for another generation would be 
determined in three steps. First a relative factor (RF) was calculated 
for each agent with the formula:

						      (5)

with Fi as the fitness of agent i, Fmin as the lowest fitness in the cur-
rent population, Fmax as the highest fitness in the current population, o 
as the lower limit of RF (set to 0.15) and b as the range of RF values 
(set 1 – o = 0.85). In the second step the relative factor was used to 
calculate the population factor which accounted for the influence of 
the current population size (N) with respect to the initial population 
size (N0). If the current population was large, the agents’ probability 
to be removed increased and vice versa. The population factor (PF) 
was calculated according to the formula:

	

					     (6)

In the third step the probability that the agent would remain in the 
population for another generation was calculated by multiplying the 
PF by 0.99. This ensured that even the fittest individual could some-
times be removed from the population. 
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Appendix D

The weights of the network’s connection determine an agent’s behav-
ior. The network is symmetrical in the sense that all nodes have a mir-
ror node and thus, for each connection running from node i to j there is 
a mirror connection from mirror node i’ to j’. Activations are of course 
unique, otherwise the output nodes’ activation would always be equal 
and the agent could only move forward. The symmetry greatly re-
duces the number of mutations required to evolve a functional behav-
ior and is correct under the assumption that the agent should give an 
exact mirrored response in an exactly mirrored environment. The ac-
tivation (yi) of all nodes was calculated with the formula:

								        (7)

The formula of the sigmoid was:
					   
									       

	 (8)

with ωij = the weight of the connection from unit j to node i, N = the 
number of connections to node i, θi = the bias of node i (0.1 in the 
simulations) and Si = the smell input to node i from the corresponding 
sensor (only for input layer). In order to create a temporal difference 
between processing over long neural pathways and short neural path-
ways, a time delay was introduced by storing a node’s activation for 
one time step. Hence, the activation that was calculated for a node at 
time t was propagated over it’s sending connections at time t+1. As 
a consequence, input signals were processed to the output nodes at 
t+1 via the direct projections and at t+2 via the indirect connections, 
through the hidden layer.
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Impulsive Action and Impulse Control

Abstract

In this paper I will explore the phenomena of impulsive action, as a 
contribution to the psychological analysis of motivation. 

I will be arguing the following points: 1). Emotions are motive 
states, including states of motive loss and motivational disorganiza-
tion; 2). These motive states instigate impulsive actions; 3) Many 
emotional elicitors elicit multiple emotions; 4) Multiple emotions in-
teract, producing a mixed emotion that differs from each of the mul-
tiple emotions; 5) Emotion regulation is one of the outcomes of such 
interaction; 6) Deliberate impulse control is due to failure of such 
multiple emotion interaction; 7) and so is emotional conflict. 

1. Impulsive action and motivation

Only a short time ago I happened to come across a book by Joseph 
LeDoux that I was unfamiliar with: Synaptic Self (LeDoux, 2003). 
In that book I found a chapter on “The lost world”. It discussed the 
almost total absence of the basic study of motivation in contempo-
rary psychology and neuroscience. After the disappearance of needs, 
drives, and instincts from psychology, why do humans do what they 
do? 
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I think LeDoux was right. The last monographs on motivation 
that I know of appeared about 30 years ago: Gallistel’s (1980) The or-
ganization of action and Toates’ (1986) Motivational Systems.

True, great advances have been made since. Much has come from 
brain science, as LeDoux’s (2003) book attests. Much has also come 
from psychology (Davidson et al., 2003; Morsella et. al., 2009). But 
both worlds are still more separated than they should. Most work on 
action in psychology has focused the organization and execution of 
goal-directed action. Little work has been devoted, so far, on action 
that is best called “impulsive action”: action that is not preceded by 
a goal about what one plans to achieve, but instigated by stimulus 
events and subsequent desire, and that is often difficult to control.

It may be profitable to examine what emotion psychology has 
to say about impulsive action. It is the more profitable, I think, be-
cause confusion has been created by the emergence of “dual process-
ing models”, and notably the distinction made between two different 
processing systems: an impulsive and a reflective system (Strack and 
Deutsch, 2004). These systems have been proposed to employ dif-
ferent processing principles and information representation modes. 
However, the presumed impulsive system lumps together two quite 
different kinds of behavior control whose only common factor is that 
both are unpremeditated1. 

2. Drive actions: Wundt 

Wundt (1896), at the time, distinguished not two systems, but four 
different kinds of behavior: reflexes, habits, voluntary actions, and 
Triebhandlungen, “driven actions”. Although both are unpremedi-
tated, Triebhandlungen are not habits. The conditions for both sorts 

1 The distinction between processing systems that deal with action should not be con-
fused with a distinction between modes of information representation and handling, as 
proposed by Kahneman (2012).
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of behavior differ profoundly. Habits are acquired by learning (Strack 
and Deutsch, 2004). Triebhandlungen are not necessarily. McDougall 
(1923) translated the term as “instincts”. What he meant was that they 
are emotional actions. Though not deliberate, these are purposive and, 
furthermore, they do not generally result from overlearning. Impul-
sive actions in the sense of “Triebhandlungen” need result from learn-
ing. Killing someone in anger is not the outcome of long practice, ex-
cept perhaps in a hired killer. They may even be made on the spot, as 
evidenced by the individual who, in a fit of rage, pauses to construct 
a stinging insult. I will use the term “impulsive actions” to designate 
them. They do not constitute a separate class of actions shaped by sep-
arate processing principles but rather form a separate mode of action 
initiation and selection, as I hope to show.

This paper has two aims. First, I will try to account for impulsive 
action as action elicited and driven by an acute motive state, often 
an “impulse” indeed. This is why emotional actions impress as “im-
pulsive”. It is not their having been overlearned, although overlearn-
ing leads to using the same word “impulsive” for an ingrained habit. 
I will call the acute motive state a “state of action readiness” (Frijda, 
1986; 2007). 

Second, I will try to account for the notion that emotional actions 
are often actions that one seeks to inhibit or control. I will try to show 
that there are not two souls in one brain: one that has emotions, and 
one, using reason, that controls them.

I will argue the following main points. 
First, emotions involve motive states, including states of motive loss. 

Motive states are mental states that instigate and maintain impul-
sive actions.

Second, complex events can elicit multiple motive states, and thereby 
lead to multiple impulsive actions, and to mixed emotions.

Third, multiple motive states can interact, and thereby entail impulse 
control or they lead to emotional conflict.
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2.1. Analysis of impulsive action

What I mean by “impulsive actions” is best made clear by some ex-
amples. They are in part taken from Pacherie (2001)

Impulsive actions: examples

This is how one can characterize in general what I call impulsive 
actions, in addition to the absence of prior goal setting and brief onset 
latency. Like the state of action readiness that motivates them, they 
are elicited by an event, the thought of an event, or some mental im-
agery of an event. Although not preceded by a goal, they do have di-
rection. They have an aim, which specifies the aim of the motive state 
of action readiness in terms of the current situation: to achieve, mod-
ify, or maintain the relationship to the object, upon which achieve-
ment the action will terminate.

Impulsive actions: examples 

 
 
Fleeing in fear 
 
 
Flaring up against an annoyer in a pub brawl 
 
 
Following a person one is charmed by when passing in the street 
 
 
Being unable to sleep when preoccupied by a problem one could not solve  
before going to bed 
 
 
Eating more peanuts than one likes to eat 
 
 
Drinking more than one is good for you 
 
 
Buying things during a sale one does not need 
 
 
Saying things that one will later regret 
 
 
Interrupting someone speaking 
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The actions include cognitive actions: thoughts and fantasies, 
modifications of beliefs and expectations. They usually manifest dy-
namic qualities, designated as “control precedence”. Control prec-
edence includes persistence over time, overcoming obstacles and 
interruptions, and attentional selectivity. Illustrations include the 
frenzy of an alcoholic in search of a drink, the persistence of a 
trapped frog, dog, or cat that seeks to escape till exhaustion, contin-
uing to scold angrily even after an apology, the average number of 
stab wounds in violent marital quarrels, interrupting someone who 
is talking, and the stubborn returning of one’s thoughts to a per-
son one fell in love with. They manifest the consequences of con-
trol precedence, such as the limitation of intake of information from 
memory or the current situation to what is relevant to the dealing 
with the current aim. It is why impulsive actions often fail to reckon 
with harmful or disadvantageous consequences they might entail, 
but that could have been foreseen if one had taken the time and the 
cognitive trouble to do so.

In the present perspective, a motive state with an aim is thus hy-
pothesized to intervene between occurrence of an event and an action. 
The reason to assume such an aim is the equifunctionality of different 
actions triggered by a given kind of event. An insult or an offense may 
elicit shouting, attacking, making harmful remarks, destroying a tar-
get’s cherished things, and turning one’s back, that all harm the target 
and may discourage the target from continuing what he or she does. 
An aim can be conceived of as the neural representation of the orien-
tation towards actions to come (something like the “efferent copies” 
in the neurology of movement; see Jeannerod, 1995)

2.2. Core hypothesis of emotions

This embodies the present core hypothesis. “Emotion” involves a mo-
tive state or variant of state of action readiness. That is to say that mo-
tive states do not only occur as actual readiness for action, with mus-
cles tensed. They can also exist as states of latent readiness, to be 
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released when conditions are proper, and which sustains or “drives” 
the action during execution. 

But the notion of action readiness is somewhat wider. States of 
action readiness include states of the loss of action readiness. All pre-
vious action attempts may have failed, or one may have been unable 
to identify any action program that appeared meaningful under the 
circumstances (like crying out loudly alone at night in the desert). 
Such states of motivation loss can persist. Apathy can persist for as 
long as anger can and, indeed, some cases of depression are exactly 
in this mould, as is acute anxiety.

States of action readiness can exist as mere orientations, as sub-
threshold neural states without any motor implementations (Jean-
nerod, 2006). They form the main substrate of feelings of anger or 
fear or any other emotional urge. Such virtual states of action readi-
ness most probably form the mainstay of emotional reactions to fleet-
ing impressions, value judgments, passing objects, imaginary objects, 
empathic participations in witnessing the emotions of other people, 
and witnessing the emotional meaning of objects of art (Frijda and 
Sundararajan, 2007). 

Motive states have several features that describe or specify each 
of them, in the manner that Jackendoff (2007) describes the informa-
tional structure of actions. These features are derived from behavioral 
evidence, as well as from self-reported mention of aims, desires, and 
urges in recalled emotion incidents (Frijda, 1986, 2007; Davitz, 1969).

States of action readiness first of all have a particular content: 
their aim, the satisfaction condition for the actions which that state of 
readiness elicits, and that distinguishes the different modes of action 
readiness. They all are modes of relational action readiness: readiness 
to establish, maintain, or modify the subject’s relation to some ob-
ject. “Approach” specifies the aim of an increase of interaction; “ap-
athy” specifies that no relational aim is held with any object, includ-
ing information acquisition and so on. The aims involve readiness or 
unreadiness for action, that is: assessing some state of action readi-
ness involves assessment that action with the given aim is occurring, 
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or predicting that such action is likely. The notion is close to those of 
attitude, introduced for the same phenomena and functions by Clara-
parède (1928), Bull (1951), and Deonna and Teroni (2012), and of po-
sitionality by Frijda (1953). They are all focused on the relational na-
ture of the construct, and its applicability to action.

Second, they permit a general flexibility of actions to form: they 
each allow a variety of specific actions, in accordance with the cur-
rent situation, but that all instantiate the momentary action readiness’s 
aim; it renders emotional states different from reflexes and habits. 
States of action readiness are each forms of being set to modify the 
given relationship, or to retain the current subject-object relationship, 
in states of readiness for acceptance, towards maintaining the current 
one as against disturbances and interferences; or they are oriented to-
wards actions that produce a certain effect: for instance, a particular 
change in the current subject-object relationship.

And, third, they retroactively point to their source: how the elic-
iting event is or was appraised. But that source may not be accessible 
to conscious reflection. The source can consist of priming: the effect 
of stimuli that were not remarked, did not draw attention, and yet ac-
tivated or facilitated some response. It has been observed and exam-
ined as a response to seeing someone else manifesting an emotional 
expression, or by an aim or urge to be mentioned during conversation 
(Bargh and Ferguson, 2000). 

3. Appraisal

States of relational action readiness are instigated by how an event is 
appraised. The term appraisal is used for the information processes 
that enrich incoming event information, providing it with meaning 
that makes the event relevant to the individual. The information that 
can do that stems from the event as such, its current context, stored 
information associated to the event itself, and actual interactions with 
objects and other individuals (Ellsworth and Scherer, 2003; Scherer 
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et al., 2001). Appraisal amounts to retrieving information on what 
can be expected from the event, what it may do or offer to the per-
ceiver, or prevent him or her from doing, and to what he or she may 
do to cope or deal with that (Elster, 1999; Frijda, 1986, 2007; Lazarus, 
1991; Oatley, 1992). Central for the emergence of emotions is that ap-
praisal processes have assessed the event’s consequences for the sat-
isfaction or frustration of the individual’s concerns and currently ac-
tive goals. Events can be appraised as beneficial or harmful to some 
of those concerns and goals (Lazarus, 1991; Scherer, 2005). 

These appraisals in particular lead to an evaluation of the event 
as pleasant or unpleasant, or of mixed affective value.

Appraisal processes mostly proceed automatically and uncon-
sciously, as does so much other thinking (Dijksterhuis and Nordgren, 
2006). They produce a profile of appraisal features that characterize 
the content of a given emotional reaction. Appraisals are examined by 
varying antecedent variables, for instance in studies with causal vi-
gnettes (Ellsworth and Scherer, 2003; Lazarus, 1991). 

Different appraisals tend to activate different states of action 
readiness. Correlations between patterns of appraisal, assigned emo-
tion labels, and motive states are observed (Frijda at al., 1989; Rose-
man, 2001). There is evidence for a fairly strict correspondence be-
tween patterns of appraisal and the resulting mode of action readiness.

4. Impulsive action selection: aims not goals

The major point about appraisal is whether or not the implications of 
events as appraised instigate a motive state: a state of action readi-
ness for establishing, changing, or maintaining a particular relation 
between the subject and some object. The total impact of the event 
determines the nature of the motive, the strength of the impulse, and 
the motive state’s control precedence. The appraisal can be taken to be 
the stimulus for these latter aspects of action and feeling. It activates 
the midbrain dopamine circuit that confers incentive value to the ob-
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ject or event at hand, energizes the processes of control precedence 
and subsequent degree of striving (Berridge, 2004; LeDoux, 2003).

Remains identifying an appropriate action. Generally actions are 
selected and guided by a goal representation, that is, the represen-
tation of a future state, forming and preceded by an intention. But 
emotions of some intensity tend to induce impulsive actions that are 
not preceded by deliberation, nor are they intentional in the strict 
sense. 	

But, action being impulsive by definition, there is no prior in-
tention of what outcome to reach. There is no prior goal. There is no 
prior representation of which situation to achieve, which is a condi-
tion for goal directed action (Kruglanski, 1996). How then to find an 
appropriate action?

Actually, under emotional conditions there is usually no need for 
such a representation of a future state. What calls and guides action is 
the aim of the current disposition to act. The action readiness aims at 
the present situation, with its affordances and obstacles. That is: the 
appraisals that elicit the motive state dictate a change from now, or 
no change from now, and in which the aspect that demands change is 
located at the core of the affective appraisal. When afraid, one is not 
impelled to get to a place of safety, but to get anywhere where the dis-
comfort is less. When vividly enticed, one is not impelled to obtain 
satisfaction, but to give in to the attraction of the object one faces or 
expects, and to permit consummatory actions to go that already were 
put in readiness, such as stretching arms and pointing lips. Both ac-
tions operate as if obeying attractors in the dynamic systems sense of 
the term. Images of what is waiting there upon close proximity, in be-
ing attracted, or where you are when further from the threat – forma-
tion of a goal representations – can come later, if at all. You were en-
gaged in impulsive action!

What may be evident from the analysis is that impulsive actions 
do not form a special class of actions – overtrained ones, or innately 
prepared ones. It is their being fed by action readiness and their fit-
ting a pre-existing aim.
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I have no space here to enlarge on what happens when no action 
program can be found, no aim can be formed, by profound disorienta-
tion, by full despair or by exhaustion. It must suffice to point out that 
this is the domain of responses of emotional failure: anxiety, panic, 
deep despair, and apathy.

5. Complex events elicit complex appraisals

My analysis of impulsive action might suggest that emotionally mean-
ingful events, for a given person and at a given moment, give rise to 
one given appraisal profile that fits one mode of action readiness. This 
is not the case. 

Emotional events rarely occur in isolation. They consist of more 
or less extended events and interactions; and within some context. 
Each may represent a loss as well as a gain, a challenge as well as a 
threat. That is to say: one and the same event allows very different 
appraisal profiles to emerge, and often at the same time. By conse-
quence, multiple motive states, and thus multiple emotions, can be 
aroused at the same time. 

“Multiple emotions” means primarily that several different action 
tendencies are evoked at the same time. They make one inclined to 
approach as well as to avoid. They make one inclined to hostility as 
well as to implement tenderness, or to withdraw at the same time as 
desiring to come closer to someone. One can want to yield to temp-
tation, at the same time as one wants to resist it. The constellation is 
commonplace. Being treated unkindly by one’s spouse may evoke an-
ger, but one’s very anger will hurt one’s beloved spouse. At least, it 
threatens to spoil one’s evening together.

There is nothing mysterious in multiple simultaneous action 
tendencies. They often show a complexity of expressive behavior. 
For instance, a person may look at someone, but thereby not facing 
the other in full. Or one can be tense, show a defiant glance, and 
clench one’s fists, but at the same time lean backwards so as to dis-
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engage from more encompassing personal interaction. One can in-
tently focus on the person one is dealing with, entertain close con-
tact, and also extend care. And one can mingle affection, invitation, 
and abandoning oneself, in a unique blend that closely appears to 
mirror the momentary shades of feeling and readiness for further 
interaction.

The motive state interpretations of expressive behaviors are in the 
process of validation, by having subjects score pictures of facial ex-
pressions in terms of action tendencies, and then verify how well the 
subjects agree in their assignments. Agreements were of the same or-
der of magnitude as those of emotion name assignments to those same 
pictures (Tcherkassof et al., 2007).

6. Multiple emotion interaction

Multiple states of action readiness interact and tend to fuse in experi-
ence, as orange results from red and yellow. Their action preparations 
may interfere, or claim the same resources. 

They may result in mixed emotions (Shimmack, 2001), “mixed 
feelings”, in which each motive state is attenuated or modified by the 
other. In approach-avoidance conflict (Miller, 1959), the rat running 
to the goal box that contains food but also emits shocks slows down 
and comes to a stop at some distance from the box. 

The interactions of simultaneous affects have been studied exten-
sively by Cacioppo and colleagues (e.g. Cacioppo et al., 2004). Mixed 
feelings often lack the transparency of simple feelings. They may be 
sensed as instable (e.g. Bargh et al., 1992; Wilson et al., 2001). 

An example of a mixed feeling is nostalgia. The feeling fuses 
pleasure and pain, with pleasure from an old memory moderated by 
that pleasure being past, and the pain that its pleasant content is over 
(Bellelli and Saldarelli, 1990). 

Multiple emotions may lead to outcomes other than attenuation. 
A major one is that one of the motive states fully overrides the other 
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one. Control precedence goes fully to one of them, and attention goes 
fully to its content. “Come hell and high water!” implies neglect or 
avoidance of what is relevant to the other one, at least with respect to 
conscious processing.

7. Emotion regulation results from the interaction  
of multiple motive states

This perspective of interacting states of action readiness finds support 
in the phenomena of emotion regulation or impulse control. These 
phenomena include action attenuation, action suppression, seeking 
alternative appraisals of the event, and efforts to get rid of unwanted 
motive states, like anger, temptation, or greed. In fact, regulation ap-
pears to be largely the result of emotion interactions. It notably comes 
from foreseeing the aversive emotional consequences of one’s unre-
strained emotional impulse. Anger is often held back by fear of retal-
iation, by dislike of offending social propriety, or by fear of loss of 
love. Fear for the risks of facing some menace conflicts with fear of 
appearing a weakling, or with the sheer pain of fear itself. Desire for 
drink or drugs faces the foresight of a hangover, a blackout, or loss 
of self-regard. 

The antecedents of emotion regulation suggest this generaliza-
tion: emotion regulation itself is emotional. It is frequently as emo-
tional as is the regulated emotion. One does not want to hurt one’s 
spouse, even if he or she just hurt you. One does not want to become 
a useless or despised drunk, but one also wants to escape from the 
pains of abstention and so on.

This can be said somewhat more precisely. Emotions are regu-
lated and impulses are controlled to the extent that one cares about 
the consequences of giving in to unregulated emotions. Whether one 
does or does not care depends on the relative strength of the compet-
ing motive states: such as concern for the wellbeing of one’s spouse, 
for social harmony, for one’s self-esteem, besides those for standing 
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up for oneself, for the pleasures of drink or drugs. And the perspec-
tive of course explains the absence of signs of regulation when one 
is convinced that one’s anger is fully justified, or when one feels en-
titled to one’s sexual inclinations, when approving of them, or draws 
pride from giving in to them. Emotion regulation thus is to a large ex-
tent a matter of preference. It always is uncertain whether absence of 
regulation is due to weakness of restraining impulses or abilities, or 
to strength of emotional urges, and the priority of concerns. Whether 
one regulates or not depends on the price one is willing and capable 
to pay (Lewis, 2011), identity loss, risk of death, and suicide includ-
ing (Frijda, 2010). The latter point is evident from the analysis of self-
sacrifice (what Kuhl and Koole, 2004, called self-maintenance rather 
than self-control, such as resisting betrayal under torture, remaining 
faithful to a sick partner). It is also evident from the risk-taking of he-
roes and of terrorists (Reykovski, 2001; Kruglanski, 2008).

True enough, holding on to the selected choice or preference 
may well be beyond one’s resources. (Baumeister at al., 2000; Fri-
jda, 2010).

	

8. The control of impulsive action

Control of impulsive action is thus often due to the interaction be-
tween the motive state that generated the impulsive action under con-
cern and a simultaneous other state of action readiness. A hostile im-
pulse may interact with simultaneous affinitive readiness, which both 
together may generate friendly rather than angry reproach. Inclination 
to obtain the pleasures of one drink for the road interacts with the dis-
comfort of envisaging the unpleasantness of a hangover and self-re-
proach, or just the efforts of driving home with an unclear mind faces 
the impulse to retain self-respect. The action may consist in declin-
ing the drink.

The point is this: Many such interactions are themselves impul-
sive, that is, non-deliberate. They are emotional, affect-driven. The 
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processes include the interferences and summations caused by the two 
simultaneous motive states, as observed by Cacioppo et al., (2003). 
They may include the restrictions of attentional range contingent upon 
control precedence, as discussed by Easterbrook (1959), avoidance of 
cognitive exploration (Derakshan et al., 2007), slowing down, speed-
ing up, or halting of approach behaviors (Miller, 1959), and inhibitory 
action tendencies elicited by conflict between the motive states (Gray 
and McNaughton, 2000; Rothbart and Sheese, 2007). 

All these are automatic processes. They are part of emotional pro-
cesses generally, to be understood from the dynamics of interacting 
multiple motive states. There is nothing here that calls for specifically 
regulatory processes.

One motive state overriding the other, too, is an automatic pro-
cess, following differences in control precedence of the simultaneous 
motive states. 

Regulation – response attenuation – is also achieved automati-
cally, and without effort, as an outcome of the individual having ac-
quired action skills that serve multiple aims. Such skills form the 
gist of socialization, by which ready-made actions with multiple aims 
have become available when one of the motive states is evoked, and 
the foresight of what it may evoke in the opponent evokes the other 
(Campos et al., 2004; Mesquita and Albert, 2007). Children learn the 
skills of combining hostile interaction and friendly interaction during 
rough and tumble play. They also learn the skills of negotiating rather 
than fighting about possessions. Variations in social interactions yield 
immediate profits, such as increase in social pleasures and both inter-
actants sharing some other gain. One would not be inclined to view 
these skills as falling under the heading of “emotion regulation”; yet, 
that is their effect.

Note that such modulations of impulsive actions also occur 
among animals other than humans (De Waal, 1969) and that ap-
plying the relevant skills may get lost when the motive states are 
too strong, as when an enraged male chimpanzee swings an infant 
around by its arm under the terrified shrieks of onlookers, whereas 
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under other circumstances he lets its pelt be pulled without bother-
ing (Goodall, 1986).

Much emotion regulation, in other words, appears to proceed 
without effort or regulatory intent. Part at least of control of impul-
sive action is due to elementary processes of motive states, and their 
mutual influence. It would appear to result from automatic informa-
tion processes of multiple appraisals, and interaction of simultane-
ous states of action readiness. It uses mental and bodily actions that 
are largely a part of the individual’s standard action repertoires, as 
well as of his or her repertoire of action modes that each represent 
some action compromise or synthesis, as in the friendly reproach 
example.

9. Conflict 

The domain of emotional reactions is, however, replete with contin-
gencies in which motive states are incompatible. There is no auto-
matic solution of handling the multiplicity and it forms an impasse 
from which there is no obvious escape. 

There are various outcomes. One is emotional awareness of con-
flict: panic, aimless excitement, profound distress, fruitless search for 
a way out. A second one is a transformation of conscious awareness: 
dissociation (Hilgard, 1977), the sense of detachment, numbing, de-
cay of any motive state, as anybody can experience during skidding 
in one’s car, or when one’s partner tells you that he or she is leaving, 
or during torture (Basoglu et al., 1997; Bryant, 2007). 

10. Effortful emotion control

Yet a good measure of detachment can be achieved in a different way. 
Unsolvable conflicts are probably the main incitements for the 

emergence of consciousness. Conscious awareness of conflict, ac-
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cording to Morsella’s Supramodular Interaction Theory (SIT; Mor-
sella, 2005), is the mechanism for integrating information from dif-
ferent supramodular response systems, such as different high-level 
concerns. 

Articulate consciousness may well serve to explicitate informa-
tion that might give access to ways for integration. 

Impulse driven action then can make place for cognitive articula-
tion. It may make room for the motive state of observing and acquir-
ing information, as can be engaged in on day 2 or so of a human baby, 
witness its motionless gazing with wide-open eyes.

It leads to intentionally stepping out of interaction with ongoing 
events. One adopts an observational or a reflective stance, in which, 
for the moment, events do not concern oneself, – the same attitude 
as during skidding in one’s car, but voluntarily so. One momentarily 
abandons being set to act. One postpones acting, and considers what 
actions there are that can be taken. 

In adopting an observational stance, one is not engaging a “re-
flective system”. Rather, one engages reflective or “executive” pro-
cesses,” such as monitoring one’s ongoing cognitive processes, goal 
constructions based on conscious appraisals, and constructing and 
maintaining action plans, and maintaining goal-settings in working 
memory (Miyake et al., 2000). 

Such goal construction replaces the mere aims of motive states by 
goal representations, and these goals, in turn, allow the various regula-
tion strategies described in the bulk of regulation literature. One flees 
towards safety, one silences an antagonist and one seeks deliberately to 
suppress overt angry actions and seeks to reappraise the event.

Deliberate and effortful regulation is the rule in the absence of 
multiple emotions, but when the adverse effects of an ongoing motive 
are still known about. One smokes; one knows about lung cancer; but 
that event is so unreal, so far away, that it lacks emotional force. Its 
impact suffers from “time discounting”: the law that future emotional 
impacts decrease in strength hyperbolically with the time in the future 
that they may materialize (Ainslie, 2001). Actions to forestall or pre-
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vent those effects can still be devised by rational considerations and, 
perhaps, by deliberately evoking emotions with the help of imagery 
of miserable future situations.

Effortful emotion control can be considered to represent a failure 
of impulse-driven emotion control that is the everyday way of emo-
tion regulation.

11. Do we understand impulsive action and impulse  
control?

I have left out discussing the major and basic ingredient of the anal-
ysis of impulsive action and motive states: the determinants of how 
much we care and what we care about. 

I have left out the basic sources of motivation. I discussed short-
term motivation: that which drives you to scold and to embrace and 
to consume. But I almost entirely left out discussing long-term or 
dispositional motivation: that which allows us to have as well as to 
miss self-worth, affections, sexual interactions, social propensities, 
that which I called concerns (Frijda, 1986, 2007). I mentioned in pass-
ing that emotions arise when events are appraised as relevant to one 
or more of the individual’s sensitivities or concerns. One has an emo-
tion when an event makes one care. In older psychology, one tried to 
account for the bases for emotion and caring by notions like drives, 
needs, the conceptions of libido and Lorenz-like instincts, all grasped 
at the time by the hydraulic metaphor. 

The hydraulic metaphor has been replaced by the conception of 
incentive motivation (Bindra, 1978; Bolles, 1975, and Toates, 1986). 
The incentive motivation conception has brought us a fairly coher-
ent model of the dynamics of motivated or impulsive action, in the 
workings of dopamine, and perhaps other neuropeptides. But it has 
not, as yet, offered a coherent replacement for LeDoux’s (2003) lost 
world. It offers no systematic treatment of concerns, let alone hu-
man concerns.
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Current treatments of dispositional motivation or concerns dis-
cuss the domain in two unsatisfactory ways. One is by using a blan-
ket term that avoids all theoretical problems: anything motivates that 
is or was a reinforcement. But “reinforcement” is not a theoretically 
satisfactory concept. It refers to an effect (future increase of that re-
sponse), but not to a process. The other is by stating that a particular 
sensitivity is evolutionarily ever so useful, thereby leaving no way 
to account for the concerns that offer no obvious advantage for re-
production, and that may not be direct parts of the human biological 
make-up (Mesquita and Leu, 2007). 

Yet, the world shows a number of concerns that make people 
happy when they are satisfied, or for which people are willing to die 
if they are not, in some places of the world (Schwartz, 1992). Re-
cent experimentation shows how experimentally induced relevance of 
values enhances striatum responses to value-relevant stimulus items 
(Brosch et al., 2011).

One of the obstacles in trying to obtain a coherent account of dis-
positional motivation consist of the hierarchical or even heterarchi-
cal structure of concerns (Frijda, 2007, 2010a; Gallistel, 1980; Kort-
landt, 1955). One has one’s partners and other close affiliates: their 
well-being constitutes as many concerns. One also has a “need to be-
long” (Baumeister and Leary, 1995). This structure does not make re-
cuperating the lost world any easier. It is about time to set to the task, 
at more detailed level than examining and specifying the neural and 
neurohumoral mechanisms.

12. Concluding words

I hope this may contribute to understanding impulsive behavior. Im-
pulsive action in the sense that I have examined is a kind of behavior 
sui generis, not to be confused with habits. On the contrary, it sheds 
light on the mechanisms that underlie short-term motivation, and var-
iations in desire. It also points to the gaps of insight in long-term or 
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dispositional motivation that make up the human mind in contrast to 
the minds of most other animal species.

I think that my analyses also shed light on some major puzzles 
of emotion regulation. It opens up, I think, some more dynamic and 
emotional perspectives on such regulation.
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Emotion, Core Affect, and Psychological 
Construction 

As an alternative to using the concepts of emotion, fear, anger, and 
the like as scientific tools, this article advocates an approach based on 
the concepts of core affect and psychological construction, expand-
ing the domain of inquiry beyond “emotion”. Core affect is a neuro-
physiological state that underlies simply feeling good or bad, drowsy 
or energised. Psychological construction is not one process but an 
umbrella term for the various processes that produce: (a) a particular 
emotional episode’s “components” (such as facial movement, vocal 
tone, peripheral nervous system change, appraisal, attribution, behav-
iour, subjective experience, and emotion regulation); (b) associations 
among the components; and (c) the categorisation of the pattern of 
components as a specific emotion. 
In fear, your heart races, your palms sweat, your face broadcasts fear, 
you scream, and you flee. But, does this happen in all cases of fear? 
Most? In the realm of the emotions, reflex-like consistency is the ex-
ception rather than the rule. The rule is differences–both between 
and within individuals and situations. As Barrett (2009) describes, 
there is more variety within fear and other categories of emotion than 
our standard theories suggest–indeed, more than commonsense sup-
poses. To understand these differences in emotion requires a concep-
tual framework that anticipates differences and that supports a more 
idiographic approach to research on them. It requires a new way of 
thinking about emotion. This article outlines one such approach. 
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The major barrier to progress is not our ignorance but our illu-
sion of knowledge. Increasingly, our traditional “knowledge” about 
emotion is being questioned at the most fundamental level. The tra-
ditional assumption that emotion is a unitary event is challenged by 
the idea that emotion is a multi-component process, with no one com-
ponent identified with the emotion (Scherer, 2001). A similar chal-
lenge is Clore and Ortony’s (2008) argument that an emotion is an 
emergent construction rather than a latent entity and their call for a 
shift from discussing “emotion” to discussing “affective processes”. 
Minsky (2008) called for wholesale remodelling of this field. Kagan 
(2007) challenged the language used in this field and its methods for 
gathering knowledge. 

There are many exciting avenues to explore and new ways to 
think about emotion. My version has been presented at length with 
supporting evidence elsewhere (Russell, 2003, 2006). Here I clarify, 
develop and defend that approach. First, however, I briefly summa-
rise some problems with the traditional way of thinking about this 
topic. 

1. The stranglehold of common sense 

Citing Tomkins (1962, 1963) and his followers (Ekman, 1984; Iz-
ard, 1977), much of the psychology of emotion has been guided by 
a highly productive research program that I call basic emotion the-
ory. The central idea of basic emotion theory is that human nature in-
cludes a small number of qualitatively distinct kinds of emotion, each 
of which produces (or is) a distinct, tightly organised and recurring 
pattern of manifest components. Basic emotion theory is a plausible 
approach that has stimulated the gathering of much evidence. As of-
ten happens in science, however, the evidence has revealed surpris-
ing problems, which I summarise in Table 1. No one or two problems 
are fatal, but, altogether, the problems point to a poor prognosis for 
this type of theory. 
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Table 1. Problems uncovered in studies of basic emotion theory

Area Problem
Culture There are cultural differences in all known aspects of 

emotion.
Language Different languages lack a one-to-one correspond-

ence between emotion terms.
Definitions Theories based on traditional assumptions have not 

led to increased precision of terms. Each term lacks 
inclusion and exclusion rules.

Blends Basic emotions rarely occur alone, and yet no 
accepted theory of how they co-occur or blend has 
been developed.

Facial 
expressions

Failure to find convincing evidence that emotions 
produce “facial expressions of emotion”.

Autonomic 
nervous system

Failure to find convincing evidence of a unique pattern 
for each emotion in the autonomic nervous system.

Subjective 
experience

Failure to find separate factors corresponding to basic 
emotions in studies of self-reported emotional 
experience.

Emotional 
behaviour

Failure to find a class of behaviour common to instanc-
es of a given emotion.

Coherence Dissociation rather than predicted associations among 
manifest
components.

Rather than elaborate on the problems listed in Table 1, let me in-
stead suggest a diagnosis of their source. The problems encountered 
by basic emotion theory are not philosophical but empirical. They are 
problems encountered by most analyses of emotion, modern and an-
cient, and in diverse disciplines. They stem from the preconceptions 
that underlie not only much of scientific thinking but much of our eve-
ryday thinking about emotion. The source is deeper than simply the 
answers provided by basic emotion theory, which is, after all, just a 
more explicit and systematised version of common knowledge. The 
problem already exists in the questions that this family of emotion 
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theories attempts to answer. Questions such as: What is an emotion? 
How many emotions are there? What are they? How are they gener-
ated? How does one emotion differ from another? What are their man-
ifestations? What are their effects/functions? 

Long before any psychologist asked these questions and theorised 
about the answers, everybody who speaks English knew about anger, 
fear, jealousy and other emotions. Indeed, we simply opened our eyes 
and saw a friend become frightened. We saw ourselves erupt in an-
ger. We felt sad. Everyone knows that smiles mean happiness, tears 
mean grief, scared people run away, and angry people fight. Every-
one knows that emotion is the antithesis of reason, emotional behav-
iour the antithesis of deliberate action. The science of emotion began 
with these compelling perceptions based on and reinforcing a set of 
preconceptions. 

But, history and science combine to show us that what we see 
does not always reveal the way things are. We open our eyes and see 
one line longer than another in the Müller–Lyer figure, even though 
we know they are equal in length. We open our eyes and see the sun 
rise, move through the sky, and then set. Except, of course, that it does 
no such thing. “Seeing” is a powerful force on our thinking, and cen-
turies of scientific work were needed to replace a geocentric theory 
of the solar system with a heliocentric one. 

Science begins in the everyday human attempt to understand the 
world. Infants are scientists (Gopnik and Meltzoff, 1997) who de-
velop their theories of the world filtering data through human percep-
tual and cognitive processes. As science progresses, however, every-
day folk theories are typically left behind. Some everyday concepts 
are forged into scientific concepts; some not; all must be scrutinised. 
Contrast traditional beliefs with what is now known about the size of 
the universe, the age of planet earth, the origin of species, or quantum 
mechanics. None of these breakthroughs in science has been easy or 
without powerful resistance. 

In the realm of emotion, scientific progress has been hindered by 
our everyday vocabulary and the assumptions it carries. One source 
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of problems is the very word emotion. Frijda (2008) wrote, “The psy-
chological point of view is that ‘emotion’ represents a meaningful 
and necessary concept” (p. 68). Despite decades of attempts to forge 
the concept of emotion into something scientific, we are still left with 
too many problems. The everyday folk concept of emotion is culture 
specific and vague and comes with misleading presuppositions. Its 
extension is heterogeneous, so that writers have tried to subdivide it 
into basic and non-basic emotions, affects, sentiments, moods, and 
so on, but with little consensus. Emotion is divided into joy, anger, 
fear, jealousy, and so on–but the problem lies in the “and so on” be-
cause no one knows where the border is between emotions and non-
emotions. The everyday concept of emotion presupposes: that an 
emotion is separate from its causes, its manifestations, and its con-
sequences, although different writers have proposed equating emo-
tion with one or more of these; that an emotion (or its equivalent, 
an affect programme or neural module) is an entity that causes these 
manifestations (expression, instrumental action, peripheral nervous 
system changes, and so on); that emotion is an entity that is quali-
tatively different from other psychological entities, especially the 
mechanisms of rational thought, but also behaviour, conation, and 
so on. From these assumptions it follows that the word emotion (per-
haps after some tidying up) demarks a special scientific domain of 
inquiry. Writers continue to seek the essence of emotion and to ask 
unanswerable questions. 

Anger, fear, jealousy and other concepts for kinds of emotion 
are similarly embedded in a way of thinking that must similarly be 
questioned. They too are vague, culture specific, and come with mis-
leading presuppositions. Commonsense presupposes separate discrete 
emotions, each a thing-like entity with causal powers. Thus anger is 
“expressed” in the face and voice, is “felt” in consciousness, “causes” 
the heart to speed up, and “urges” us to intemperate action. It is fur-
ther assumed that because the various components stem from a sin-
gle entity, they cohere in tight packages, each named in natural lan-
guage. As a result, it is assumed that different emotions are separable 
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into scientifically useful discrete kinds, each captured by a familiar 
word. Each has an essence. 

Abandoning the concepts presupposed in the language we speak–
indeed, in our perceptions of the world–as scientific tools is not easy. 
Without these concepts, it is difficult to speak or write about this do-
main. Rejecting these concepts as scientific terms appears to deny 
commonsense and obvious facts of the case. Doing so appears to 
abandon not only the answers our field has developed, but the very 
questions that motivated our work and the optimism that we will soon 
succeed. Loss of vocabulary and questions leaves theorists with a 
sense of vertigo. Critiques of current practices have then been dis-
missed as anti-emotion theories. Zachar (2006) characterised my al-
ternative as Eliminativist. Colombetti (in press) suggested that my al-
ternative implies that “emotions have no existence independent of our 
categorization” (p. 2). For many readers it might seem as if I am pro-
posing that we toss out everything of importance. So, what remains? 

In abandoning the geocentric theory of the solar system, some 
facts survived the move to a heliocentric system: the earth and sun re-
main, their relative positions remain, motion remains, observed time 
between events remain. Similarly, in abandoning an emotion-centric 
view, many of our observations about events called emotion remain. 
Indeed, all the observable phenomena remain in my account: faces 
move, prosody changes, hearts speed up and slow down, people ag-
gress and they flee–all such events really occur, independent of our 
categorisation. Some people see anger in faces of others and they feel 
anger in themselves1 – these events really occur, but do imply cate-
gorisation via the folk concept of anger. Emotion’s manifestations 
(although on my account the phrase is a misnomer) are real and im-

1  To be clear: when I write of “seeing” anger or another emotion, of “seeing” two lines 
in the Müller-Lyer figure as of unequal length, or of “seeing” the sun set, I mean to 
describe what the perception is like for the perceiver. In the realm of the emotions, we 
see faces move, which they really do, hear the voice change, which it really does, see 
palms sweat, which they really do, and so on, all in some context. We then name the 
combination of these events as anger, thereby inferring anger as their cause
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portant and cannot be eliminated. A scientific account of these man-
ifestations can be had without the concepts of emotion, anger, etc., 
used in a scientific role and without assuming them to be manifesta-
tions of something. Even the concepts of emotion, fear, anger, and the 
rest, remain–although as everyday folk concepts rather than as scien-
tific ones. In that role, they are important topics, much as are all other 
folk concepts from angel to the zodiac. Anger, disease, emotion, mar-
riage, meal, money, poker, tax, tornado, soap and many other folk 
concepts play a role in human affairs that must be understood. 

On my account, events now called emotion (in human adults and 
infants and non-human animals) bear a family resemblance to one an-
other. Although it does not follow that emotion/not-emotion divides 
nature at its joints, the word emotion does point in an interesting di-
rection, and the events it refers to are real and important. The same 
can be said for fear, anger, and the like. 

In short, on my account, much remains but is understood in a dif-
ferent framework. My account does not allow the concept of emo-
tion to determine boundaries of the domain to be explained. My ac-
count postulates no single causal entity–the emotion of anger, fear, 
or their neural equivalent, an affect programme–to explain the occur-
rence of the manifest components of that emotion or to explain the 
pattern or correlations among these components. In the remainder of 
the article, I summarise my account by clarifying two key concepts: 
Core affect and psychological construction. Core affect is part of, but 
not the whole of, what are called moods and emotions. Psychologi-
cal construction is an umbrella term for the set of processes that pro-
duce a token emotional episode’s manifestations and its categorisa-
tion as an emotion2. 

2  The influence of the concept of emotion is pervasive and subtle. For example, critics 
of my account (Russell, 2003) have mistakenly assumed that mine is a “dimensional” 
rather than “categorical” account of emotion, i.e., that the domain of emotion is to be 
subdivided by dimensions of core affect rather than by discrete categories such as fear 
and anger. Another false interpretation is that core affect carries the same assumptions 
that emotion does, i.e., that core affect must account for facial and vocal expressions, 
autonomic changes, emotional behaviour and the like.
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2. Core affect 

Core affect is a pre-conceptual primitive process, a neurophysiologi-
cal state, accessible to consciousness as a simple non-reflective feel-
ing: feeling good or bad, feeling lethargic or energised. There is some-
thing it is like to feel core affect. Its presence in consciousness varies 
from being focal to peripheral to out of sight. A structural description 
of core affect is an empirical matter, and I have proposed a circumplex 
with the two underlying dimensions of pleasure–displeasure and ac-
tivation–deactivation (Russell, 1980, 2005; Yik, Russell, and Steiger, 
2011). Although two-dimensional, core affect is, subjectively, a single 
feeling. That is, the two dimensions combine in an integral fashion to 
form one unified feeling. Pleasure and arousal combine to form the 
single feeling of ecstasy, for example. An analogy is the sensation of 
a specific colour, such as the red of the autumn leaf outside my win-
dow. The dimensions of hue, saturation, and brightness combine in an 
integral fashion to form one unified sensation of any particular colour. 

It may help to say what core affect is not. So, here is a series of 
conceptual distinctions. The idea is to point to ostensibly different 
phenomena, without precluding the possibility that core affect is con-
tingently related to them. 

Core affect, although it may be empirically involved, is not a 
judgement that something is morally good or bad or tactically advan-
tageous or harmful. Core affect has been shown empirically to be re-
lated to changes in the autonomic nervous system, facial and vocal 
behaviour, instrumental behaviour, cognitive processes, reflexes, and 
a host of other things (Russell, 2003). Still, core affect is conceptu-
ally distinct from them. 

Core affect is not a substitute term for emotion, nor is it the es-
sence of emotion; it is not a necessary feature of emotion3. Prototypi-

3  Core affect does provide the pleasant or unpleasant hedonic tone to those token 
emotional events that have that tone. Core affect is also a central feature of the mental 
prototypes of some emotions but not a necessary feature of all cases of those emotions. 
For example, cases of fear can be found without a core affect of unpleasant arousal, 
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cal emotional episodes are said to begin and then, after a short time, 
end. In contrast, one is always in some state of core affect, which 
simply varies over time, sometimes slowly, sometimes rapidly, with-
out beginning or end. Prototypical emotional episodes are directed at 
something (one is angry with, afraid of, or sad about something). In 
contrast, core affect is not necessarily directed at anything. (In this re-
gard, core affect is closer to the English word mood than to emotion, 
although mood prototypically is long lasting and mild.) Core affect 
per se can be free floating (as in feeling down but not knowing why), 
but it can come to be directed at something. The full experience of 
core affect can thus become intentional in the philosophical sense, in 
much the same way that the full experience of a pain can become in-
tentional (Searle, 1992, p. 251). 

Core affect is also distinguishable from the affective properties 
we perceive in objects, events, and features. We perceive objects to be 
beautiful, ugly, awful, soothing, and so on. We perceive how pleasant 
or unpleasant or how energising or soporific something promises to 
be. Typically, perceiving something to be beautiful is a pleasant expe-
rience, perceiving something ugly unpleasant. And, such perceptions 
are logically related to core affect: to perceive something as pleas-
ant is to judge it capable of producing pleasure. Nevertheless, I want 
to allow the possibility that the perception of an affective quality can 
occur even when we’re not personally moved by the object or event. 
That is to say, such perceptions are not, by definition, accompanied by 
changes in core affect. Distinguishing the two thus leaves as an em-
pirical hypothesis the idea that core affect is involved in the percep-
tion of affective quality. 

but they are mediocre or borderline rather than prototypical cases. (Fear without aro-
usal: contemplating a distant danger; fear without displeasure: thrill seeking.) Char-
land (2005) underscored the distinction between core affect and emotion by observing 
that, on Panksepp’s theory, some emotions (lust, seeking) can, depending on context, 
involve very different values of core affect prototypically. Of course, the concepts of 
emotion, fear, and so on, could be redefined for scientific purposes such that core affect 
is a necessary feature, but I’m not advocating that route.
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Even when non-intentional, even when we have no clue why we 
feel as we do, core affect is caused. Individuals vary greatly in how 
their core affect is experienced (Barrett, 2009) and changes over time 
(Kuppens, Van Mechelen, Nezlek, Dossche, and Timmermans, 2007). 
Core affect changes in response to many simultaneous influences. 
Sometimes the influence is a single powerful and obvious external 
event, as in James’s prototypical emotional episode of the bear in the 
woods. More typically, however, there are many simultaneous influ-
ences, including some beyond human ability to detect. Some influ-
ences are internal, such as diurnal cycles, hormonal changes, and im-
mune responses. Core affect is changed directly by chemicals, both 
uppers and downers and euphoric and dysphoric drugs. Indeed, it is 
precisely the core-affect-altering properties of drugs that make them 
objects of abuse or avoidance. Addicts seek out drugs that make them 
feel good, and some people fail to take needed medicines that, as a 
side effect, make them feel bad. Core affect is altered by real events, 
but also by imaginary, remembered, and foretold events; core affect 
responds to virtual reality in art, imagination, fantasy, and entertain-
ment. 

There are too many such influences for a person to track them all 
and hence to know what caused his or her current core affect. So, al-
though we often have a good idea of why we feel the core affect we 
do, we sometimes don’t, as in free-floating emotions and moods and 
everyday feelings. For this reason, attributions and misattributions of-
ten play a role in emotional episodes (Neumann, 2000; Weiner, 1985). 

Core affect appears to have many of the features of modular-
ity (Faucher and Tappolet, 2006): fast, mandatory, unique output, an 
evolutionary explanation, dedicated brain circuitry, and encapsulation 
(Russell, 2006). At first blush, encapsulation (an example of which 
occurs in the Müller-Lyer illusion in which one simultaneously knows 
that two lines are of equal length and yet sees them as unequal) seems 
an unlikely property of core affect. After all, cognitively processed in-
formation can be a powerful influence on core affect, obviously: core 
affect responds to news of winning a lottery, learning of the death of 



233Emotion, Core Affect, and Psychological Construction

a loved one, reading about injustice, and pondering a distant danger 
such as global warming–all of which require cognition. Such exam-
ples, however, also have another feature in common: conscious at-
tention to the information. When the information fades from con-
sciousness, its influence on core affect similarly fades. Consider the 
excitement of winning the lottery. If the news continues to invade 
consciousness (shopping, congratulatory remarks, memories), then 
it continues to shape core affect. But if one is distracted such that 
thoughts about the win are pushed out of consciousness, then the ex-
citement fades. Thus, I offer the hypothesis that core affect is largely 
encapsulated from cognitively processed information, with the major 
exception of knowledge seen through the window of consciousness. 
Thus encapsulation here means that knowledge per se does not al-
ter core affect unless we are conscious of it. Encapsulation thus reso-
nates with the response of core affect to virtual reality: in both cases, 
core affect responds to what is in consciousness, rather than to what 
is known to be real. 

3. Psychological construction 

The science of emotion has historically sought a single process that 
explains (or defines) emotion and that distinguishes emotions from 
non-emotions. Some of the proposals are that emotion requires (or 
is): somatosensory feedback from the bodily reaction to an emotional 
stimulus; the output of a small set of pre-wired reflex-like neural mod-
ules (affect programmes); the enactment of a core relational theme; 
cognition (labelling, attribution) triggered by bodily arousal; the va-
lenced response to a set of appraisal processes; an act of categorisa-
tion; and the enactment of a socially constructed role. The issue I want 
to raise is not the precise nature of these theories–I have undoubtedly 
oversimplified them–or the proper verb (requires vs. is). The issue is 
the assumption that the number of processes needed to explain or de-
fine emotion is one. 
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The concept of emotion lacks necessary and sufficient features. 
Given the heterogeneous nature of the extension of emotion, I be-
lieve that each of these theories is likely true for some cases, but that 
no one theory will be true for all cases called emotion without being 
true for pretty much all nonemotional psychological states as well. 
My proposal, psychological construction, is thus not the claim that 
emotion requires (or is) core affect, an act of categorisation, a so-
cially constructed role, or an attribution of core affect to an event. In-
deed, what gets psychologically constructed is not emotion as a ge-
neric process or anger, fear, etc., as generic kinds; rather, what gets 
psychologically constructed are individual token events, which may 
(or may not) then be classified as emotion, fear, anger and the like by 
means of a folk concept. 

Each actual instance called an emotion is real and requires an ex-
planation. Psychological construction is not just another such single 
mechanism offered as an explanation for all and only cases of emo-
tion. Psychological construction is based on assumption that no one 
specific mechanism explains all, or even a good number, of cases 
called emotion. Each token’s components are cobbled together on 
the fly. Actual instances called emotion are constructed in a variety 
of ways, depending on the particular circumstances of the particular 
individual. 

The phrase psychological construction is meant to contrast both 
with biological construction, assumed in basic emotion theory, and 
with social construction, often assumed by anthropologists and so-
ciologists. Both biological and social construction seek the origin of 
emotion as one generic process and seek the origin of fear, anger, 
and so on, each as one general mechanism. Both thus assume that all 
emotional episodes are largely predetermined, by nature in the former 
and by culture in the latter. On my account, both nature and nurture 
are essential, but the important point is that each particular instance 
of emotion is not predetermined but comes together at a psychologi-
cal level at the time of its occurrence. There is no one general mech-
anism. Put differently, the traditional assumption is that a “theory of 
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emotion” will differ from a theory of cognition, or behaviour, or co-
nation. My claim, in contrast, is that any theory that explains all cases 
called emotion will be close to the whole of psychology, a theory that 
of course will not be limited to emotion but will extend to all psycho-
logical processes. 

My proposal raises three questions: (1) how to explain any given 
emotional episode, each token event; (2) how to explain the pattern-
ing of emotion’s components; and (3) how to explain our compelling 
perceptions that particular episodes are instances of a general cate-
gory, such as fear or anger. 

3.1. Explaining emotion’s manifest components 

So, how specifically does psychological construction explain any 
given event called emotion? The first step is to recognise that each 
token consists of manifest components (Scherer, 2001, 2009), such as 
facial and vocal expression, changes in the autonomic nervous sys-
tem, subjective experience, and so on. Let us begin by examining 
each component, with an eye toward how we might begin to explain it 
without positing an emotion as its cause. Doing so also explains why 
there are individual and situational differences that occur even within 
a given category of emotion. 

Facial and vocal expressions. For the face or voice to “express” 
emotion implies, among other things, that the emotion causes the fa-
cial or vocal changes. Explanations of facial and vocal changes in 
terms of emotion have dominated the research agenda, but alternative 
explanations are starting to appear. Faces move as part of perception: 
to look away, to stare, to smell, etc.: We wrinkle our noses at smells, 
gag at noxious tastes. Faces move as part of cognitive processes such 
as attention and appraisal (Ortony and Turner, 1990; Scherer and Ell-
gring, 2007; Smith and Scott, 1997). Faces move as part of action, 
including speech and other goal-directed actions:We turn our faces 
in the direction we are heading, and we make faces as we tell sto-
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ries. Some facial signals evolved (either genetically or epigenetically) 
to guide social interactions, such as threat, greeting, or submission 
(Fridlund, 1994). The face and voice change with general arousal and 
positive versus negative core affect (Lang, Greenwald, Bradley, and 
Hamm, 1993). My hypothesis is that facial and vocal behaviour dur-
ing an emotional episode can be explained through such non-emo-
tional processes (Russell, Bachorowski, and Fernandez Dols, 2003).

Autonomic nervous system (ANS). The search for an ANS signa-
ture for each emotion is based on the commonsense assumption that 
our heart races because of fear, and so on. Such signatures have not 
been found (Larsen, Bernstson, Poehlmann, Ito, and Cacioppo, 2008), 
and, more generally, ANS changes can be accounted for without at-
tributing them to an emotion. ANS activity is on going, with both gen-
eral features (degrees of arousal) and specific chores. Perhaps one can 
also detect broad response patterns, mobilisation for action versus re-
laxation for homeostasis or perhaps preparation for approach versus 
avoidance (Larsen et al., 2008). Long ago, Lacey (1950, 1967) found 
individual- and context-specific patterns of autonomic response. 

Emotional behaviour. In the traditional way of thinking, emotions 
cause behaviour: we strike because are angry, we flee because we are 
frightened, and so on. James (1884) turned the causal arrow around: 
we are angry (or, more precisely, perceive ourselves to be angry) 
because we strike and are frightened because we flee. Baumeister, 
Vohs, DeWall, and Zhang (2007) reviewed evidence that questioned 
whether there is any causal arrow between anger and aggression, or 
between fear and flight, or, more generally, between emotion and be-
haviour. Scherer (2009) cites as a feature of emotion the looseness of 
its link to behaviour. 

Fight, flight, and other emotional behaviour can be accounted 
for without emotion. Core affect, even when outside consciousness, 
influences behaviour (Winkielman, Berridge, and Wilbarger, 2005). 
Appraisal of the current situation can lead to formation of goals and 
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plans and their execution (a process that can be implicit as well as 
explicit, and quick and ill advised as well as slow and wise). Strack 
and Deutsch (2004) brought together various lines of evidence and 
theorising to propose a two-system account of behaviour. An “im-
pulsive system” influences behaviour through associative and moti-
vational mechanisms, whereas a “reflective system” influences be-
haviour through a knowledge-based mechanism. On their account, 
emotional behaviour is not thought of as resulting from an emotion, 
but as the joint product of these two interacting systems. 

Experience of having an emotion. Persons sometimes feel afraid, 
angry, sad, and so on. Such conscious feelings are real, but we need 
not then go on to assume that such feelings are veridical detections 
of (caused by) an emotion. On my alternative account, emotion is not 
their cause. Rather, as James (1884) proposed, such experiences are 
perceptions: to feel afraid is to perceive oneself as afraid (see Prinz, 
2004). More technically, I characterised this feeling as a meta-expe-
rience because the raw data on which it relies include other experi-
ences: core affect, somatosensory feedback, appraisal of the eliciting 
event, attribution, beliefs, desires, plans, and behaviour. Similarly, 
Lambie and Marcel (2002) characterised the experience of having 
an emotion as a second-order experience–that is, an experience that 
emerges out of first-order experiences. 

Perceiving oneself as having an emotion is no different in kind 
from other perceptions. Percepts are often compelling, but they are 
not simple. Nor are they infallible. Like other acts of perception, an 
emotional experience is not entirely “bottom-up”, not entirely data 
driven. A percept is the end product of a complex process involving 
raw data, concepts, learning, and context. Smith and Neumann (2005) 
developed a sophisticated account along these lines by drawing on 
dual-process models of perception. 

To perceive oneself as afraid is to categorise oneself by means 
of the concept of fear. It is to establish the meaning of one’s state via 
the concept of fear. In turn, the concept of fear can be unpacked as a 
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script laying out a series of subevents (the components) in a tempo-
ral and causal order (Fehr and Russell, 1984). To perceive oneself as 
afraid is to see a resemblance between one’s current state and a men-
tal script (the concept) for that emotion. 

A separate hypothesis is that there are both similarities and dif-
ferences in emotion concepts across cultures and languages (Rus-
sell, 1991; Wierzbicka, 1999). Although some of the raw data on 
which emotional experience depends are universal (core affect, so-
matosensory feedback, attributions, appraisals, etc.), where there are 
differences in emotion concepts, the corresponding emotional expe-
riences would then vary as well. Evidence from a surprising source 
supports this prediction. In their effort to find a universal ANS signa-
ture for each basic emotion, Levenson, Ekman, Heider, and Friesen 
(1992) studied the Minankabau of West Sumatra. Participants were 
instructed to contract facial muscles into the prototypical configura-
tions hypothesised for basic emotions. Doing so, in turn, alters ANS 
activity. For North Americans, this alteration of facial muscles and 
ANS activity resulted in reports of the experience of specific emo-
tions. For the Minankabau, however, the same procedure failed to 
produce the emotional experience, presumably because their emotion 
concepts differed from those of North Americans. 

Appraisal. On more traditional accounts, emotion is separated 
from thought and reason, as in theories in which emotion is encapsu-
lated from cognition (Griffiths, 1997; Prinz, 2004). In other accounts, 
an appraisal is thought of as a part of the emotion or as an event that 
mediates between an antecedent event and the emotion. The dichot-
omy between rational thought and irrational emotion was long ago 
undermined by research showing, on the one hand, that cognitive pro-
cesses emphasise economy and speed as much as rationality and, on 
the other, that cognitive processes are relevant to emotion. 

Interestingly, appraisal was initially thought of as a simple evalu-
ation (Arnold, 1960), but then more and more dimensions were added 
(Ellsworth and Scherer, 2003). Scherer’s (2009) latest theory draws 
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on dual-process accounts to characterise appraisal as a complex, dy-
namic, multi-component process. To me, this suggests appraisal is in-
volved not only in emotion but in the continuous monitoring of the 
environment by any sentient creature. We are constantly appraising 
the world around us, including perceiving the affective qualities of 
events, objects, and features. Doing so entails our full sensory-percep-
tual-cognitive apparatus, including rational thought. I therefore antic-
ipate the addition of ever more dimensions as relevant. Rather than 
listing those cognitive processes involved in emotion, we might ask 
which sensory-perceptual-cognitive process is not involved. It might 
be the shorter list. For example, memoric processes are rarely men-
tioned, but emotional episodes can result from a situation via its asso-
ciation with a remembered event (Clore and Ortony, 2008; LeDoux, 
1996). In the end, to account for the appraisal component of emotion 
may require nothing less than the full psychology of sensation, per-
ception and cognition. 

Appraisal has also been thought of as the principal source of in-
dividual differences in emotion: the reason the same antecedent can 
produce different emotions in different individuals. This enterprise 
will help underscore the great variety of individual differences within 
each category of emotion. 

Attribution. Attribution, too, has typically been thought of as 
mediating between an antecedent and the emotion. A very common 
experience is feeling happy or unhappy about something. For exam-
ple, one feels happy to hear from a friend, unhappy about the unex-
pected rain, and so on. My hypothesis is that these experiences re-
quire an attribution of core affect to the something, hearing from the 
friend, the unexpected rain, and so on. Attribution plays a greater 
role in emotional episodes than is sometimes appreciated. For ex-
ample, Neumann (2000) placed participants in an ambiguous but 
upsetting situation. He used cognitive priming to influence attri-
bution. Attribution, in turn, influenced subjects’ self-reported emo-
tion: attributing their upset to another person resulted in their report-
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ing anger, whereas attributing their upset to themselves resulted in 
their reporting guilt. This study highlights subtle situational varia-
tion and individual attributional styles as a source of the variety of 
emotional episodes. 

Emotion regulation. Emotion regulation is implicitly thought of 
as a consequence of the emotion, but I suggest that it be thought of 
as another, on-going process, much like I’m thinking of the other 
components of the emotion. I also suggest distinguishing two differ-
ent processes. One is a fundamental motive in life and concerns core 
affect. We often (although not always; Tamir, 2009) behave so as to 
maximise pleasure and minimise displeasure–or at least take pleas-
ure and displeasure into account. We also often behave so as to adjust 
our arousal level, sometimes raising it and sometimes lowering it. I 
refer to these two ubiquitous processes as core affect regulation. An 
account of this process will be had from a general account of behav-
iour, motives, goals, plans, and action. In a separate process, we seek 
to cultivate, avoid, or leave certain specific emotional states as defined 
within our given culture. Perceiving that I am afraid–or at least that 
others see me that way–I may put on a brave face. An account of this 
process requires an account of self-perception of emotion and of the 
role of folk concepts and cultural roles. 

3.2. Patterns among components 

In the last section, I divided each token emotional episode into its 
manifest components, claiming that each component can be ex-
plained without positing an emotion as its cause. Indeed, all compo-
nents (with the arguable exception of the experience of having the 
emotion) occur outside as well as inside emotional episodes and in 
such cases need to be explained without recourse to emotion. My 
list of components is not likely to be exhaustive, nor each explana-
tion the final word, but my research agenda should be clear enough. 
One could, for the sake of argument, concede my point about the ex-



241Emotion, Core Affect, and Psychological Construction

planation of individual components, but still suppose that theorists 
need emotion concepts to explain the co-occurrence of the compo-
nents within the emotional episode. That is, the concept of emotion 
not only specifies individual components but carries the assumption 
that various components recur in a highly coherent organised pattern. 
And of course, in science, a recurring pattern would require an ex-
planation. So, how about patterns? 

Patterns are loose. First, our traditional assumption about pat-
terning must confront the accumulating empirical evidence. Corre-
lations among the components appear on the evidence to be weak. 
Some of the entries in Table 1 point to empirical evidence that an an-
ticipated association between two components is unexpectedly weak 
or nonexistent. Tradition anticipates that in cases of fear, one finds all 
or most of fear’s components such as flight, the conscious experience 
of fear, a frightened face, an ANS signature unique to fear, and so on. 
This expectation has not stood up to empirical scrutiny (Lang, 1968, 
1979, 1988; Lazarus, 1991; Mandler, Mandler, Kremen, and Sholiton, 
1961; Rachman, 1984; Rachman and Hodgson, 1974). People who 
experience fear show a variety of ANS changes, engage in various be-
haviours, and so on. More recently, studies of the correlations among 
components of surprise and among those for disgust have been re-
ported, with similar results (Reisenzein, 2000, 2007). There is much 
less patterning to be accounted for than is traditionally assumed. 

Many of the components are continuous psychological processes: 
core affect is always present; the ANS is continuously active; peo-
ple are always behaving, always perceiving, always appraising, and 
so on. Because emotion’s components are on-going processes, they 
necessarily occur in combination. The weakness of the correlations 
among components implies a large number of possible combinations. 
The question has not to my knowledge been raised which of these 
combinations constitute organised patterns and which mere combina-
tions. For now, I won’t pursue this distinction and will call all com-
binations patterns. 
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Explaining the patterns that do exist. Correlations found so far 
among components are weak, but not zero. Besides, patterns could 
exist that have not yet been established. Correlations that are found 
among components thus require explanation. Traditionally, theorists 
have sought a single central mechanism to account for what correla-
tions exist–a fear-producing mechanism such as an affect programme, 
for example, to account for what associations occur among fear’s 
components. A single central mechanism, however, is not warranted 
until simpler explanations are exhausted. 

Some writers have recently acknowledged the growing evidence 
on the weakness of the correlations among emotion’s manifest com-
ponents and have begun exploring dynamic systems theory as a con-
ceptual framework that accommodates the tremendous variation 
across situations and individuals within a given category of emotion 
(Camras, 2000; Colombetti, 2009; Fogel et al., 1992; Lewis, 2000; 
Scherer, 2000). I believe a much simpler approach is possible, one 
that relies on already known sources of correlation. There are at least 
three, not mutually exclusive, alternatives. 

First, features in the environment have a correlational structure. 
When two correlated environmental features each elicit a separate re-
sponse, then those two responses will be correlated. For example, sup-
pose that novel events are more likely than familiar events to block a 
goal. (Perhaps problems presented by familiar events have been pre-
viously encountered and solutions found.) Suppose further that goal 
blockage elicits an ANS pattern of cardiac acceleration and that novel 
events elicit frowns. If so, cardiac acceleration and frowning will be 
correlated even if no internal process links the two. 

Second, one component process can influence another. For exam-
ple, suppose that forming the face into a threat expression (the “anger 
face”) alters breathing and muscle tension, which in turn alters ANS 
activity, perhaps cardiac acceleration. The consequence would be that 
the threat face is correlated with cardiac acceleration. The component 
of emotional experience uses the other components as raw data in the 
formation of the percept. This hypothesis predicts that emotional ex-
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perience is correlated with other components–more highly than they 
are with each other. Appraisal of current situation and attribution lead 
to emotional behaviour. 

And, third, two components will be correlated when they are both 
influenced by a central mechanism other than emotion. For example, 
suppose that focused attention produces both muscle tension in the 
face and cardiac acceleration. If so, muscle tension in the face will 
be correlated with cardiac acceleration. The central mechanisms re-
sponsible for emotional behaviour (on Strack and Deutch’s account, 
impulsive and reflective systems) influence other components such as 
facial and vocal behaviour and ANS activity. 

In short, if my thesis pans out, the explanation for the pattern 
of manifest components that occurs in each instance of emotion is 
the explanation for the individual components plus well-known and 
simple explanations for the correlation among those components. No 
additional emotion-producing mechanism is needed. As an analogy, 
consider a fair game of poker. When cards are dealt fairly, each hand 
consists of a pattern of cards (a pair or straight, or whatever, although 
most patterns have no name within the rules of poker). Shuffling and 
dealing are the mechanisms that produce patterns; there is no addi-
tional pair-producing or straight-producing mechanism (other than 
cheating). Of course, in poker and in emotion, we see certain patterns, 
and doing so can be very important. Which brings us to the next topic. 

3.3. Perception of emotions 

As outlined so far, psychological construction is a research agenda 
that hopes to explain each particular emotional episode by explain-
ing its manifest components and the correlations among the compo-
nents. To many readers, this programme, even if it were successful, 
would still leave something out. The available empirical evidence on 
correlations among components would not lead scientists to hypoth-
esise fear or other types of emotion as their explanation. But then 
most of us do not hypothesise fear–we see it. We see discrete emo-
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tions in others and experience them in ourselves. We remember proto-
typical blue-ribbon cases of anger, fear, etc.–each with all the compo-
nents in the right pattern. These compelling observations, experiences 
and memories of emotions do not entail the traditional view of emo-
tions, but they do raise a question: How to account for these percep-
tions and memories? My account has two parts: the event perceived 
and the perceiver. 

Consider the event perceived. Someone is going about his or her 
daily life, encountering various situations and pursuing various goals. 
He or she will necessarily be undergoing some of the components 
listed above, since they are continuous on-going processes. Some 
component processes are therefore always present and always in some 
pattern. As plans unfold and situations occur, the components change 
and hence form new patterns. Therefore, even if the component pro-
cesses were completely independent of one another, certain namea-
ble patterns would form from time to time. That the components are 
somewhat correlated with each other means that certain patterns are 
more likely to form than others. 

Now consider the perceiver observing this person. The perceiver 
does not simply register an external reality. Rather, the perceiver 
brings to the task a set of concepts embedded in a set of implicit as-
sumptions and inherited from our linguistic ancestors–concepts for 
English speakers such as emotion, fear, anger, and so on. A concept 
such as fear is a mental script that specifies a temporal and causal pat-
tern among various components. The perceiver observes the other’s 
face, voice, behaviour, signs of physiological state, current situation, 
and so on. Perhaps the perceived person reports a subjective experi-
ence. The perceiver notes the similarity between the pattern of ob-
served components and the script defining a category such as fear or 
anger. Occasionally, there is sufficient resemblance for that pattern to 
count as a member of the emotion category. 

The key here is that membership in the emotion category does 
not require a set of necessary and sufficient features. Resemblance 
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is a matter of degree. Occasionally, perceiving a single feature of the 
script will be enough for the instance to count as a member. Different 
observers may arrive at different categorisations of the same event. 
Although the script specifies a temporal and causal pattern, these as-
pects of the concept are not necessary either. Thus, uncoordinated 
combinations of components may still count as an instance of the cat-
egory. The border between fear and not-fear is fuzzy. 

The upshot is that members of the fear category resemble one 
another along different dimensions, and the set of all cases of fear 
is much more heterogeneous than most of our current scientific the-
ories assume. This hypothesis is consistent with the general trend in 
the study of semantic categories. Traditionally, it was assumed that all 
the instances of a category must possess the same features, in this case 
the recurring pattern of defining components. Classically, the features 
were assumed individually necessary and collectively sufficient to de-
termine membership in the category. Wittgenstein pointed out in his 
analysis of the concept of game that these assumptions are not nec-
essarily so. We neither have nor need classical definitions. Analyses 
of the concepts of emotion, anger, and the like have similarly chal-
lenged the classical assumption (Fehr and Russell, 1984; Russell and 
Fehr, 1994). Further, memory is biased toward the more prototypical 
exemplars, which are first to spring to mind at mention of the cate-
gory name. 

Combining the nature of our mental categories for emotion with 
the ongoing nature of the component processes explains how we see 
emotions from time to time. In a person’s life, at each instant, the 
processes called components are occurring. As the processes change, 
they necessarily form patterns. Many such patterns will seem random 
and go nameless, but sometimes the pattern will resemble the mental 
script for a specific emotion. Resemblance is a matter of degree, and 
so while some cases will be excellent examples of the concept, many 
will be mediocre examples, and some will be borderline such that 
one is not sure if it belongs inside or outside the category. The same 
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event can resemble more than one script, albeit typically to different 
degrees. When resemblance is sufficient, we see the emotion in an-
other or experience it in ourselves. We better remember the excellent 
examples, and excellent examples are more available when thinking 
about the category. 

Even so, one might argue, events we categorise as, say, fear do 
in fact have some of the predicted components, and the blue-ribbon 
cases do in fact have all or most of the components and in the right 
order. All the instances named fear by an observer will indeed have 
some subset of the components specified in the mental script for fear. 
This fact follows trivially from the fact that all the cases were selected 
on the basis of their resemblance to the script. All the instances named 
as blue-ribbon examples of fear will have all or most of the compo-
nents in the right order. This fact follows trivially from the fact that 
all the blue-ribbon cases were selected on the basis of their very close 
resemblance to the script. 

What humans perceive, categorise, conceptualise and remember 
tells us less about the nature of reality than was traditionally sup-
posed. As an analogy, consider the constellations we see in the sky. 
When we perceive the Big Dipper, we perceive real features: the stars 
comprising the Big Dipper are real and the pattern among the stars 
is real in the sense that the stars are really positioned in the universe 
such that they form a certain geometric pattern when viewed from 
earth. But stellar constellations, contrary to the beliefs held in many 
traditional cultures, are not interesting scientific entities. The Big Dip-
per does not explain the presence of the stars or the pattern among 
those stars. Constellations are not part of the causal story of astron-
omy. There is no use in asking for an astronomical account of why 
the Big Dipper exists or why it is structured the way it is. Astronomy 
long ago abandoned questions such as: What is a constellation? How 
many constellations are there? What are they? How were they gener-
ated? How does one constellation differ from another? What are their 
effects/functions? 
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4. Defence of the current proposal 

Colombetti (in press) defended the existence of discrete emotion kinds 
as coherent and recurring packages (biological entities) by critiquing 
the account I have offered. She focused on the fact that humans per-
ceive emotions in others. She argued that perception of an emotion en-
tails the existence of components in the event so perceived. She wrote, 
“recognizing emotions is a matter of matching an acquired script with 
the features of a perceived event... but we are able to [do so] because 
there are features in the episode that we identify as matching the script” 
(p. 20). She further argued that recognising an emotion also implies 
the existence of a pattern: my account does “not explain how catego-
ries (and/or mental scripts) can ever come to be applied to the various 
components that eventually make up an emotion episode. The prob-
lem, as I see it, is that it is impossible to provide such an explanation if 
one does not also posit that there are already coherent packages, or pat-
terns, in the organism. It must be because there are already such pack-
ages that we are able to recognize and identify them by matching them 
with available categories and/or mental scripts” (p. 8). 

Colombetti is surely right on two points. For any given token 
event, when an observer perceives another as, say, afraid, then nor-
mally (1) the other is showing one or more individual components of 
fear and (2) the components occur in a pattern. Nevertheless, it does 
not follow that the same component or the same pattern recurs in 
other cases called fear. What would be required to establish Colom-
betti’s claim is not just the existence of components in a pattern in a 
given instance but that the same components in the same pattern re-
cur in all or most instances of that emotion. The assumption of a re-
curring pattern is widespread. It has been the assumption motivating 
a century of research seeking the features common to the instances of 
each kind of emotion. 

So, it has been a great surprise when evidence has failed to sup-
port this assumption. For example, psychophysiologists assumed that 
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all or most instances of fear would show a similar ANS pattern, but 
no such recurring pattern has been found (Larsen et al., 2008). Many 
assumed that people reporting fear would show the same facial ex-
pression, but little evidence has been presented in support of this as-
sumption, and some evidence suggests the opposite (Carroll and Rus-
sell, 1997; Fernandez-Dols and Ruiz-Belda, 1997; Fernandez-Dols, 
Sanchez, Carrera, and Ruiz-Belda, 1997). Similarly, many assumed 
that all or most instances of fear would have a behaviour in common. 
Yet, no such common behaviour has been found. Consider the spider 
phobic who jumps back from a spider, a mother afraid that her child is 
sick and rushes him to a hospital, the person sitting in a theatre watch-
ing a thriller, someone riding a roller coaster, and the person afraid of 
global warming (Russell, 2003). 

One could of course argue that all the behaviours that occur in 
dangerous situations are “avoidance behaviours” or suppose the ex-
istence of an action tendency to avoid. Doing so, however, encoun-
ters three problems: First, there are counterexamples (thrill-seeking 
and bravery). Second, labelling a variety of different behaviours as 
“avoidance behaviours” adds nothing to their explanation, for the par-
ticular behaviour that actually occurs (jumping back from the spi-
der, rushing to the hospital, etc.) remains to be explained. And, third, 
one cannot classify an isolated behavioural act as avoidance except 
in the context of an interpretation of the situation as dangerous. For 
example, to interpret running as fleeing rather than as approaching 
something else or as running for exercise requires knowledge of the 
context. Thus, the association between danger and a behaviour being 
avoidance borders on circularity. 

Colombetti (personal communication, 28 August 2008) replied 
that, “These examples all support the view that there are common be-
haviors! Not across these examples, but within . . . there seem to be 
recurrent behaviors in specific contexts”. Commonsense supports Co-
lombetti’s assumption, and many would assume she’s correct. But, 
her claim is an empirical one, and I predict that it will not be sup-
ported. Although not much evidence is available, what is available is 
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not encouraging for her claim. The first context I mentioned, fear in 
phobics, has been studied. Indeed, this was the context that initially 
exposed the lack of consistent behaviour in fear (Lang, 1968, 1979, 
1988; Lang et al., 1993; Rachman and Hodgson, 1974) and led Rach-
man (1984) to declare that “fear is not a lump”. In experimental tests, 
individuals are all subjected to an identical situation, and yet individ-
ual differences prevail. I predict that within each of the contexts that 
I listed–being afraid while having a sick child, watching a film, rid-
ing a roller coaster, and contemplating global warming–a variety of 
behaviours will be found. 

The defensive behaviour of rodents in dangerous situations il-
lustrates my view. Rats show a range of behaviours including ac-
tive investigation of the threat stimulus, alarm vocalisations, escape, 
freezing, attack, avoidance, information seeking and risk assessment. 
Mother rats move pups to safer ground. As Blanchard, Hebert, and 
Blanchard (2007) summarised, “Defensive behaviours are modulated 
by features of both the threat stimulus and the situation in which it 
is presented” (p. 653). Perhaps a cage environment can be so con-
strained that all rats show the same behaviour, but maybe not. For 
example, two rats in a small empty cage typically leap into the air 
when the floor delivers mild electric shock, but occasionally they at-
tack one another. 

Finally, even if Colombetti’s claim were correct (behaviour is 
consistent within although not between situations), it would not jus-
tify postulating fear as an entity. In that case, the behaviour would be 
explained by the situation and not by fear. For the hypothesis of fear 
to have a scientific use requires evidence of a similar pattern across 
the various contexts in which fear is said to occur. 

5. Future directions 

I have laid out an ambitious research agenda, which, needless to say, 
is subject to revision as data are gathered. I end with an even broader 
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agenda. Core affect has been criticised because it does not capture all 
there is in emotion. My phrase “psychological construction” seems nat-
urally to imply the psychological construction of emotion. I have been 
asked what evidence I can offer that core affect plays a central role in 
emotion, more central, for example, than appraisal or somatosensory 
feedback. Implicitly, the domain for our field is limited to emotion and 
the questions asked implicitly assume that emotions are what are to be 
explained. It is just such preconceptions that must be challenged. Ad-
mittedly, I presented psychological construction as a way of account-
ing for emotion. But doing so is meant to be a bridge between current 
concerns and a new approach. Psychological construction is an um-
brella term for a host of mechanisms that explain not only those events 
called emotion, but a much larger set of events. Core affect is impor-
tant in psychology; its role in those events called emotion is an empiri-
cal question and range from central to nonexistent in individual cases. 
Core affect extends beyond the domain of emotion. 

When the general concept of emotion is treated as the folk con-
cept that it is, without authority to determine scientific boundaries, 
then more real and important events become more visible and present 
themselves to be explained. Once the concept of emotion is relegated 
to a chapter title, with no real scientific work to do, then the domain 
of our inquiry is revealed to be much wider. Some of the events are 
what are now called emotions, some moods, some feelings, and many 
have no name. Blue-ribbon emotional episodes (those that fit scripts 
for specific emotions closely) are included, but have no special status. 
Borders between blue-ribbon cases, mediocre cases, borderline cases, 
and non-cases are fuzzy and serve no scientific purpose. Instead, let us 
be open to a wider range of events. Feeling good that the sun is shin-
ing or feeling bad that the weather is turning too warm may not qual-
ify as emotions, but they are frequent events, influence other behav-
iours, and require explanation. More generally, even without emotion, 
anger, and the rest as scientific concepts, we are left with each of the 
components discussed here. The task is to explore each component 
and the relations among them. 
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The reader may find the analysis outlined here pessimistic. I find 
it optimistic. I believe that progress in the science of emotion has been 
blocked by unwarranted but hidden assumptions. On my suggested 
strategy, we will have no grand theory of emotion, but we will have 
mini-theories of individual components. Research in practice already 
does just this. Freed from these roadblocks, progress may be rapid. 
Indeed, much has already been achieved, but not recognised because 
of these hidden assumptions. For example, consider the various theo-
ries of emotion proposed over the last century or so. Each theory has 
been found wanting, because it has been asked to perform an impossi-
ble task: account for all cases of emotion. Freed from this goal, these 
theories complement one another and point to important processes. 
Each may solve part of the puzzle. Cumulatively, they may together 
provide a viable account. The analysis of this article is aimed encour-
aging the development of separate accounts of each “component” of 
emotion and the empirical search for links and patterns among those 
components. 
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Some Remarks on the Relevance of the 
Concept of Emotion

1. Introduction

In recent years, the relevance of the concept of emotion for scientifi-
cally oriented inquiry has come under considerable scrutiny both in 
philosophy and science. The doubts concerning the relevance of this 
concept stem from difficulties in finding a significant number of in-
teresting generalizations concerning the phenomena to which it is 
supposed to correspond. To many authors this suggests that the con-
cept of emotion corresponds only to folk-psychological artifacts and 
it fails to ‘carve nature at its joints’. In other words, the concept of 
emotion does not correspond to a natural kind. On the assumption that 
only natural kinds are the classes which matter for empirical sciences 
because they are the classes about which one can formulate scientifi-
cally relevant generalizations, one can argue that the concept of emo-
tion is not only useless in the inquiry concerning phenomena tradi-
tionally described as ‘emotions’. Furthermore, it can stand in the way 
of progress in the inquiry concerning these phenomena by preventing 
the search for categorizations which correspond to the relevant natural 
kinds. Therefore, the concept of emotion should be eliminated from 
scientific and, one might probably add, scientifically oriented philo-
sophical discourse. 

However, in this chapter it will be argued that this conclusion is 
premature. The reason for this is that the argument for eliminating the 
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concept of emotion appeals to a restricted understanding of the rele-
vance of this concept. Even if the concept of emotion does not refer 
to a natural kind, it still plays an important cognitive role in the in-
quiry concerning phenomena identified with emotions. Namely, this 
concept allows for a unification of the inquiry concerning emotions 
carried out in different disciplines, such as neuroscience, psychology, 
or philosophy, to name but a few.

In the first part of the chapter, the discussion concerning the elim-
ination of the concept of emotion appealing to the notion of a natu-
ral kind will be assessed. It will be argued that this type of elimina-
tive strategy presents an altogether different challenge than the more 
traditional versions of concept eliminativism. Subsequently, the con-
nection between the notion of a natural kind and the concept of emo-
tion as it is present in the science of emotions will be assessed. The 
discussion concerning natural kinds in this context will reveal that 
the assumption that emotion is a natural kind is a working hypothe-
sis among scientists studying emotion. In the third part of the chap-
ter, Joseph LeDoux’s proposal of a new conceptual framework for 
neuroscientific research concerning some features of the phenomena 
usually understood to correspond to the concept of emotion will be 
assessed. The last part of the chapter pertains to the argument in de-
fense of the relevance of the concept of emotion as a theory-binding 
concept which unifies the inquiries concerning emotions undertaken 
in different disciplines.

2. Eliminating the concept of emotion

There have been various attempts to eliminate the different types of 
concepts which were understood to be scientifically irrelevant. Per-
haps the most well-known proposal of such an elimination was made 
by Paul Churchland. He argued that folk-psychological concepts such 
as the concept of belief or the concept of desire, which are supposed 
to refer to certain kind of objects called propositional attitudes, should 
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be eliminated from all types of discourse (Churchland, 2002). The ar-
gument supporting this claim is quite straightforward. Namely, be-
liefs, desires and other concepts referring to propositional attitudes 
are defined by the roles of the those concepts in the psychological 
generalizations in which they feature. However, as Churchland ar-
gues, scientific evidence reveals that there are no phenomena to which 
these concepts correspond. That is the reason why the psychological 
generalizations featuring these terms are systematically false.

What is so extraordinary about the universal eliminativism men-
tioned above is that it suggests a complete elimination of certain terms 
and concepts, not only from scientific and philosophical discourses 
but even from the everyday discourse. The weakness of such a pro-
posal consists not only in the fact that – because of the roles these 
concepts fulfill in the moral, legal and other types of human activi-
ties – such universal elimination could lead to “the greatest intellec-
tual catastrophe in the history of our species”, as Jerry Fodor plausi-
bly argues (Fodor, 1987). Its main weakness, however, is that it works 
only on two rather strong assumptions. The first assumption is that 
the best available empirical evidence points to the fact that there are 
no entities at the neurological level which fulfill the roles which de-
fine these concepts (Machery, 2009, p. 225). It should be noted that if 
terms such as ‘emotion’ are defined by the role of the corresponding 
concepts, this proposal generates only claims of a functional nature 
(Stich and Nichols, 2003). It has nothing to say about the ‘constituent 
nature’ of the class of emotion – be it neurological, or psychological, 
or any other. The second assumption consists in adopting a certain 
theory of reference (Machery, 2009, p. 225). Namely, if the empirical 
evidence points to the fact that there are no phenomena to which the 
term ‘emotion’ refers, the elimination of these terms and the corre-
sponding concepts requires the adoption of the descriptivist theory of 
reference. According to this theory, if there are no entities which sat-
isfy the definition of the term ‘emotion’ – provided by the role of the 
concept of emotion which features in the generalizations about emo-
tions – this term does not refer and there is no such thing as emotion. 
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However, on the causal-historical theory of reference, the referent of 
‘emotion’ is not specified by its definition, but by a causal-historical 
connection between this term and its referent. Therefore, if ‘emotion’ 
were linked in this way with a certain class of entities, it refers to this 
class even if the generalizations featuring the concept of emotion are 
false. For instance, the generalizations featuring the concept of the su-
perlunary world proposed by Aristotle are false yet this does not mean 
that there are no superlunary objects.

However, concept eliminativism based on the denial that the con-
cept does not have a natural kind referent is based on a different ar-
gumentative strategy. First of all, it does not rest on the assumption 
that there is nothing in the world which corresponds to the discussed 
concept. For instance, in the case of the concept of emotion one can 
argue that it refers to a class of feelings and still argue for the elim-
ination of the corresponding concept of emotion by pointing to the 
fact that the class of feelings is not a natural kind. Or, somewhat more 
plausibly, one can argue that one should analyze this concept not by 
an appeal to its referents but by pointing to the role it plays in the dis-
course concerning, for instance, its relationship with practices of as-
cribing blame and responsibility. The difference between this type of 
eliminativism and the one proposed by Churchland is that the latter is 
of an all-encompassing character and the former applies only to the 
scientific discourse and to the discourse within the scientifically ori-
ented philosophy. 

The proposal that emotions do not form a homogenous category 
is certainly not a novelty. For instance, this proposal was extensively 
discussed by Gilbert Ryle (2009). Recently however, mainly due to 
the empirical findings from different areas of science of emotion, it 
has been given a strong justification by the appeal to the notion of 
a natural kind. The most comprehensive defense of the thesis that 
emotions do not form a natural kind was proposed by Paul Griffiths 
(1997). 

The notion of a natural kind assumes that there two kinds of 
classes of objects. The first class consists of objects about which sci-
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entific generalizations can be formulated. Such generalizations are 
possible because objects belonging to this class share a large number 
of scientifically important properties which are logically unrelated 
and which are not used only to identify these objects. Typical natu-
ral kinds are chemical elements. Each of these elements possesses a 
large number of scientifically important properties about which gen-
eralizations can be formulated (such as electrical conductivity). The 
second class consists of objects about which no (or only a few) scien-
tific generalizations can be formulated. A popular example of such a 
class is that of the already mentioned superlunary objects. Although 
objects of this kind possess a large number of properties, many of 
these properties are logically related and used only for the identifica-
tion of these objects. 

Here is how Griffiths understands the notion of a natural kind:

The traditional requirement that natural kinds be the subjects of spa-
tiotemporally universal and exceptionless laws of nature would leave 
few natural kinds in the biological and social sciences, where gene-
ralizations are often exception-ridden or only locally valid. Fortuna-
tely, it is easy to generalize the concept of a law of nature to the notion 
that statements are to varying degrees ‘lawlike’ (have counterfactual 
force). This allows a broader definition of a natural kind. A category 
is (minimally) natural if it would be reasonable to place some degree 
of reliance on some inductive predictions about unobserved instances. 
This, of course, is a very weak condition. Very many ways of classify-
ing the world are minimally natural. The aim is to find categories that 
allow reliable predictions in a large domain of properties. The classic 
examples of natural kinds, chemical elements and biological species, 
meet these desiderata (Griffiths, 2004, p. 905).

This understanding of a natural kind rejects two hypotheses about 
the properties of the objects which belong to such a class. The first 
hypothesis states that all objects belonging to such a class possess 
fixed, precise, necessary and sufficient properties because of which 
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they belong to the given natural kind. Although one can point to ob-
jects which possess such properties (for instance, chemical elements) 
this hypothesis is too strong because, if adopted, it would allow for 
only a few, if any, natural kinds which are interesting for such science 
as, for instance, biology (biological species certainly do not possess 
such properties). The second hypothesis is that the properties of the 
objects which belong to a natural kind allow one to formulate laws 
of nature which feature such a class. According to the standard un-
derstanding, laws of nature are supposed to be spatially and tempo-
rally unrestricted and they should support counterfactuals. However, 
as Griffiths plausibly argues, this hypothesis is too strong for the bio-
logical and social sciences. One can plausibly argue that such an un-
derstanding of the notion of a natural kind would leave few, if any, 
natural kinds relevant for these disciplines.

Instead, the natural kind theory adopted by Griffiths appeals 
to homeostatic property cluster theory proposed by Richard Boyd 
(1991). This theory is based on two assumptions:

Assumption 1: Objects which belong to the natural kind category po-
ssess a cluster of typical properties.
Assumption 2: This cluster of properties is supported by a causal ho-
meostatic mechanism which is responsible for their occurrence.

It is because of the functioning of the causal homeostatic mecha-
nisms that one can formulate generalizations featuring properties typ-
ical for objects belonging to a given natural kind. The proposal of the 
existence of the above-mentioned mechanisms is, therefore, what is 
crucial for the existence of a natural kind. If emotions are to form a 
natural kind, they should possess a cluster of properties which is gen-
erated by the appropriate mechanism.

What is more, in the context of the biological sciences one can 
distinguish between natural kinds based on homology and analogy 
(Griffiths, 1997). Homologues are essentially the same structures in 
different species which descended from a common ancestor. Analo-
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gies, on the other hand, are structures which share some resemblance 
because they were shaped by evolution to fulfill the same role. The 
importance of this distinction is based on the fact that similarities be-
tween different structures which are based on analogy are, as Griffiths 
describes them, ‘shallow’ (Griffiths, n.d.). For instance, if one was to 
compare two quite different species, such as dogs and snakes, in the 
context of one emotion such as anger, one would find only superfi-
cial similarities. It is because the causal mechanisms underlying these 
emotions are obviously quite different in those species. On the other 
hand, similarities between structures which are based on homology 
are ‘deep’ (Griffiths, n.d.). For instance, comparing two similar spe-
cies, such as chimpanzees and humans, in the context of emotion of 
anger, one would find a large number of important similarities. The 
reason for this is that the mechanisms in these species share a com-
mon ancestry. 

Griffiths argues that only emotions which fall into the category 
of ‘affect programs’ form a natural kind based on homology. Affect 
programs (the term is borrowed from Paul Ekman) are automatic pat-
terns of response, homologues of which can be found among verte-
brates, particularly primates (Griffiths, 1997). Phenomena which be-
long to this category are identified with the so-called basic emotions 
(according to the well-known categorization by Paul Ekman there are 
six basic emotions: fear, anger, disgust, happiness, sadness, and sur-
prise) (Ekman, 1972). These phenomena are understood to be trig-
gered automatically when the agent finds herself in an emotional elic-
iting situation, they are brief, and realized by the evolutionary ‘older’ 
parts of the brain which humans share with many other vertebrates 
(Griffiths, n.d.).

 According to Griffiths, emotions can be divided into two other 
sub-categories which do not, however, form natural kinds. These cat-
egories are higher cognitive emotions and socially constructed emo-
tions (Griffiths, 1997). Both of them are typical to hominids. The 
main characteristic of the former is that they involve complex evalu-
ations (thoughts) and they are realized both by the evolutionary ‘an-
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cient’ parts of the brain and evolutionary ‘new’ parts of the brain. Ex-
amples of this type of emotion include guilt or jealousy. The latter 
are also cognitively mediated, however, they differ among distinct 
cultures because they involve an “internalized cultural model of ap-
propriate behavior” (Griffiths, n.d.). An example of this type of emo-
tion is the emotion called amae which appears in Japanese culture 
and seems to lack a counterpart in Western cultures. It is a propensity 
to “depend or presume upon another’s love” (Robinson, 2004). Both 
higher cognitive emotions and socially constructed emotions do not 
form distinct natural kinds because it is not possible, at least at the 
present moment, to formulate a large number of scientifically inter-
esting generalizations about them.

These considerations result in doubts over the relevance of the 
concept of emotion – at least if one is interested in the scientific aspect 
of the phenomena discussed. However, the argument for the elimi-
nation of the concept of emotion appealing to the notion of a natural 
kind rests on a crucial assumption which should now be easy to no-
tice. Namely, this argument assumes that in the context of scientific 
inquiry emotions are understood as a natural kind. If this assumption 
is absent – for instance because it is a too strong assumption pertain-
ing to the phenomena to which the concept of emotion is supposed to 
refer – the eliminativist threat to the concept of emotion linked with 
the notion of a natural kind is groundless. Therefore, it is interesting 
to investigate whether this assumption is actually adopted by the sci-
entists who study emotions.

3. Emotions as natural kinds and the science of  
emotions

It is quite clear that, at least among the philosophers of emotion, the 
prevalent understanding of emotion does not rest on the assumption 
that they form a natural kind. Not only Griffiths but also many other 
thinkers – who do not appeal to the results of scientific research on 
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emotions as much he does – acknowledge that the concept of emo-
tion refers to phenomena which often possess quite different proper-
ties (Ben-Ze’ev, 2000; de Sousa, 1987; Solomon, 1995). 

Scientific research pertaining to emotion is difficult from a meth-
odological point of view because emotions are usually correlated with 
feelings and the latter are of a subjective character. Because of their 
subjective character, feelings seem to escape scientific method. Fur-
thermore, if feelings are important for understanding what constitutes 
an emotion, it follows that the concept of emotion also becomes in-
convenient for scientific inquiry. However, the commonsense under-
standing of the link between emotion and feeling has been criticized 
since the beginning of modern psychology. According to the famous 
James-Lange theory of emotion formulated at the end of the 19th cen-
tury, emotions do not precede a bodily reaction to the eliciting event. 
When we find ourselves in an emotion eliciting situation, our body 
reacts automatically and the subsequent emotion, such as fear in the 
above-mentioned example, is only a perception (feeling) of these bod-
ily reactions (James, 1884).

Contemporary neuroscience has adopted this view and, for in-
stance, Joseph LeDoux proposes a similar explanation of fear: 

	
The conscious fear that can come with fear conditioning in a human 
is not a cause of the fear response; it is one consequence (and not ob-
ligatory one) of activating the defense system in a brain that also has 
consciousness (LeDoux, 1998, p. 147). 

This type of explanation of emotion is at odds with the common-
sense explanation of emotion because according to the latter emotions 
cause action. However, according to the former, it is emotion which 
is caused by the perception of the prior bodily changes. The concept 
of emotion seems to be eliminated from the scope of the explanation 
of behavior as the emotions become epiphenomenal.

This type of understanding of emotions seems to be common 
among the scientists who study them. It objectifies emotional phe-
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nomena and, in turn, allows one to propose a large number of in-
teresting empirical generalizations about them. The identification of 
emotions with a natural kind seems to be, therefore, an implicit as-
sumption within this field of inquiry. As the psychologist Lisa Bar-
rett describes it:

Despite the differences in their (emotions – Ł.K.) surface features, 
many of the most prominent models (of emotions – Ł.K.) share a com-
mon set of beliefs about the nature of emotion: Emotions are catego-
ries with firm boundaries that can be observed in nature (meaning in 
the brain or body) and are therefore recognized, not constructed, by 
the human mind. As a natural kind of emotion, anger, for example, 
is assumed to be a package of behavioral and physiological changes 
that are produced by some causal mechanism (in the brain or the mind, 
again depending on the level of analysis) that is released under certain 
conditions. Researchers assume that they will know an instance of an-
ger when they see it in the face, voice, or body of another person, or 
feel it in themselves (Barrett, 2006, p. 32).

This paradigm in the science of emotion proved to be very fruit-
ful in the past. For instance, the discovery of several basic emotions 
which possess universal biological features among humans and other 
primates can be given as an example of this assumption. 

On the basis of the hypothesis that emotions form a natural kind, 
Barrett generates two empirically testable hypotheses to which there 
is a significant amount of evidence which undermines it.

Hypothesis 1: If certain categories of emotion are natural kinds, cha-
racterized by projectable property clusters, then it should be possi-
ble to characterize each kind of emotion in terms of a suite of distinc-
tive, observable responses that are coordinated in time and correlated 
in intensity.
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As Barrett goes on to observe, in most of the experiments the ac-
tual correlations found between experiential, behavioral and physio-
logical measures of emotion proved to be a lot weaker than expected 
(Barrett, 2006, p. 33). Despite this discrepancy, psychologists and 
neuroscientists carry out their research on emotions as if each emo-
tion possessed distinct characteristics described in terms of subjective 
experience, facial behavior, neuronal pattern of activation, and so on. 
One can even point to typical strategies of explaining the lack of cor-
relation (for instance, social factors masking responses which would 
otherwise materialize; the inability to produce strong enough stimuli 
to elicit prototypical emotions in laboratory studies; or that the emo-
tional responses vary across individuals) (Barrett, 2006, p. 33). 

The second hypothesis derived by Barrett from the assumption 
that emotions form a natural kind states the following:

Hypothesis 2: Different kinds of emotion have distinct causal mecha-
nisms.
	
Also in relation to this hypothesis there is a large body of evi-

dence which undermines the relation between emotions and psycho-
logical or neural mechanism which are connected with them. Barrett 
discusses four types of mechanisms which are commonly related with 
emotions: mechanisms producing subjective experience, mechanisms 
producing facial and vocal signals, mechanisms producing behavior, 
and neural mechanisms observed in the neuroimagining studies (Bar-
rett, 2006, pp. 34–45). From these considerations it becomes evident 
that the correlations between distinct types of mechanisms and dis-
tinct types of emotion is a lot weaker than one could expect on the ba-
sis of the assumption that emotions form a natural kind. Her sugges-
tion is more radical in comparison with Griffiths’, as she proposes to 
give up the assumption of there being even natural kinds which cor-
respond to basic emotions.
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4. Replacing emotions with survival circuits

The wide-ranging critique of identifying emotion with a natural kind 
and the subsequent attempts at eliminating the concept of emotion 
from the scientific discourse seem to gain in significance in the scien-
tific inquiry concerning emotion. An interesting proposal in this con-
text has recently been made by Joseph LeDoux (2012). The idea un-
derlying this proposal is to study key phenomena correlated with the 
concept of emotion without referring to the concept itself. The phe-
nomena which are of interest to LeDoux in this context are:

(…) responses that occur when an organism detects and responds to 
significant events in the course of surviving and/or maintaining well-
-being – for example, responses that occur when in danger or when in 
the presence of a potential mate or in the presence of food when hun-
gry or drink when thirsty. These are fundamental phenomena that have 
always interested animal behavior scientists, and would be of interest 
even if the terms “emotion” and “feelings” never existed. The chal-
lenge for emotion researchers is to understand the relation of the phe-
nomena to the field of emotion without redefining them as fundamen-
tally emotional phenomena, and thus infusing the phenomena with 
confusing implications (LeDoux, 2012, pp. 653–654).

The organisms’ responses which occur in the circumstances indi-
cated by LeDoux include not only responses traditionally correlated 
with emotion (such as characteristic facial expressions in humans) but 
also responses connected with motivation, reinforcement and arousal 
(LeDoux, 2012, p. 654). As LeDoux claims, the latter three types of 
responses are strongly connected with emotion so it is only natural to 
treat them as components of same system.

There are at least two advantages of a research programme fo-
cused on studying systems of this type, which are described by 
LeDoux as survival circuits, over research focused on studying the 
neural mechanisms underlying emotion. The first advantage, which 
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is made explicit by LeDoux, is that adopting this strategy allows one 
to bypass many traditional difficulties pertaining to the research on 
phenomena connected with emotions. Such difficulties particularly 
include investigating such phenomena on the basis of the outward 
expressions of emotional responses or verbal declarations by a per-
son who feels a certain emotion. Survival circuits include at least cir-
cuits responsible for defense, maintenance of energy and nutritional 
supplies, fluid balance, thermoregulation, and reproduction (LeDoux, 
2012, p. 655). They possess a cluster of typical properties which are 
directly accessible to the researcher, unlike subjective feelings of-
ten identified with occurrences of the appropriate emotion responses. 
The second advantage, which seems to be implicit in the survival cir-
cuit research programme, is that these circuits are present in many 
other species which are often not closely related from the evolution-
ary point of view. Furthermore, survival circuits are realized by bio-
logical mechanisms which are, to a large extent, of a similar structure 
between the species. Because of these features of survival circuits, 
one can formulate a large number of scientifically interesting gener-
alizations about them, and, as a consequence, one can plausibly claim 
that they form natural kinds. 

As LeDoux indicates, all complex animals, both invertebrates and 
vertebrates, have survival circuits (LeDoux, 2012, p. 655). However, 
the origins of these circuits can be found even in early life forms 
(LeDoux, 2012, p. 655). Even single-cell organisms can respond in 
a particular way when it detects and events significant to its survival 
or well-being. What is also interesting is that survival circuits gener-
ate an organism’s responses whether they are innate or learned. It is 
not the case that these circuits are hard-wired but they allow for new 
responses to be formed on the basis of novel stimuli (LeDoux, 2012, 
p. 656).

LeDoux’s proposal originates from the above-mentioned diffi-
culties with formulating a large number of scientifically interesting 
generalizations featuring the concept of emotion. One can notice that 
perhaps the main reason for this is that the argument against identify-
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ing emotions with natural kinds can be directed even against the so-
called basic emotions, as it was argued by Barrett. LeDoux agrees 
with this critique, emphasizing that “the foundation of support for 
the idea that basic emotions, as conventionally conceived, have ded-
icated neural circuits is weak” (LeDoux, 2012, p. 655). Because the 
causal mechanism which is supposed to bring about the phenomena 
possessing the cluster of typical properties for a given type of emo-
tion is supposed to be of a neural character, such a statement essen-
tially denies the existence of such a causal mechanism. As a conse-
quence, it is also a denial of the ability to identify basic emotions 
with natural kinds. On the other hand, survival circuits seem to fall 
into the natural kind category. However, as it is clear from the con-
siderations above, they do not correspond to even basic emotions. It 
seems, therefore, that even in the context of basic emotions which 
are, as far as affective science goes, emotions which are best un-
derstood, the prospect of any relevance of the concept of emotion 
looks grim indeed.

5. The concept of emotion as a theory-binding concept

The above discussion concerning the elimination of the concept of 
emotion rests on the assumption that only concepts which correspond 
to natural kinds are scientifically interesting. However, it seems that it 
is a too restrictive criterion for a concept to be useful for scientifically 
oriented inquiry. There are a large number of concepts connected with 
cognition, such as the concepts of emotion, perception, reasoning, or 
representation, which – despite the fact that they do not seem to cor-
respond to natural kinds – remain very useful for scientifically ori-
ented inquiry. Their usefulness stems from the fact that they help to 
unify inquiries carried out in different disciplines, including neuro-
science and psychology. 

Despite the fact that the concept of emotion fails to correspond 
to a natural kind (which could be interesting for neuroscience) it still 
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seems to correspond to a kind of phenomena about which one can for-
mulate interesting generalizations. For instance, emotions are usually 
conscious, they often involve characteristic bodily manifestations, or 
they generally arise in situations important for the well-being of the 
agent. These generalizations are, of course, very different from sci-
entific laws which hold universally because the ceteris paribus clause 
connected with them is wide. Still, these fragile generalizations seem 
to be interesting enough to make the concept of emotions relevant for 
scientifically oriented inquiry as the concept unifying the research on 
emotions in different fields.

This unification is desirable because the explanation of emotions, 
similarly to other phenomena related to cognition, is hierarchical. The 
phenomena corresponding to the concept of emotion cannot be prop-
erly understood unless one explores a range of theories in which they 
feature – theories of not only neuroscientific character. The study of 
emotions can be undertaken from a variety of perspectives, utilizing 
different methods. The disciplines aiming at the explanation of emo-
tions include anthropology, experimental psychology, neuroscience, 
evolutionary psychology and also philosophy with its method of con-
ceptual analysis. It seems plausible to claim that none of these disci-
plines is the only relevant discipline to acquire knowledge about emo-
tions. Each of them is suited for answering different questions about 
phenomena corresponding to the discussed concept. Neuroscience, as 
one can observe from the considerations above, is best suited for an-
swering questions about the neural circuits involved in the production 
of emotions. Furthermore, the methods of neuroscience seems to be 
especially effective in investigating phenomena correlated with ba-
sic emotions, such as fear. Anthropology, on the other hand, aims at 
answering the questions of whether there are any differences in emo-
tions between different cultures or within a culture. The method of 
this discipline, similarly to the method of experimental psychology, 
enables one to investigate the higher cognitive emotions such as guilt. 
In addition, evolutionary biology can provide a historical explanation 
of the presence of human emotions.
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Arguably, a fully-fledged account of the phenomena correspond-
ing to the concept of emotion should refer not only to the neuroscien-
tific level of explanation, but also to other levels, such as psychologi-
cal and anthropological. Furthermore, any account which undertakes 
to combine different level explanations of a given phenomenon should 
utilize not only the components of explanations present at each level 
(e.g. psychological or neural mechanisms) but also components al-
lowing to bind the different levels of explanation. A useful conceptual 
tool in this context is proposed by Jose Bermudez (2005). Bermudez 
described the specific explanations present at each level of explana-
tion as horizontal explanations whereas the components allowing the 
binding of different levels of explanation belong to the vertical ex-
planation category. 

The horizontal explanation of a particular event or state consists 
in indicating distinct events or states which are, at least usually, tem-
porally antecedent from the events which are being explained. The 
next stage of this kind of explanation consists in a proposal of a rela-
tion between these events. The paradigm case of a horizontal expla-
nation is causal explanation, where the relation holding between the 
two categories of events is described as causal (Bermudez, 2005, p. 
32). For example, if we want to explain the firing of a neuron, we can 
refer to the events happening at the synaptic junctions between the 
neurons as the causes of the firing of the neuron. Such an explanation 
is a typical case of a horizontal explanation. 

As Bermudez plausibly claims, in some situations it is not enough 
to propose only a horizontal explanation of a given phenomenon. In 
such cases, an explanation of the fact that the above-mentioned rela-
tions between the events hold is needed. In the case of the firings of 
the neurons, a very relevant question would be to ask how, in some 
cases, the events at the synaptic junctions happen. This question can 
be answered at the level lower than that of a whole neuron, for ex-
ample by reference to the activity of neurotransmitters. According 
to Bermudez, explaining why horizontal relations between distinct 
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events hold is the aim of vertical explanation. What is important here 
is that often when a vertical explanation is proposed, it consists in ex-
plaining the relations at the higher level of explanation by reference 
to the relations at the lower level of explanation. Therefore combin-
ing horizontal and vertical explanation usually leads to a hierarchical 
explanation of a given phenomenon.

The concept of emotion, although its relevance for the horizon-
tal explanations in neuroscience or psychology seems to be under-
mined by the arguments based on the natural kind strategy – at least 
at the present moment of the development of the science of emotions 
– seems to be a useful concept for the vertical explanation of the phe-
nomena corresponding to the discussed concept, binding together the 
different horizontal explanations of these phenomena. In that regard, 
the concept of emotion can be understood as a theory-binding con-
cept of which one cannot provide a precise definition and which can 
be defined by the role it plays in different types of theories in which 
it features (for instance, theories of a neuroscientific, psychological, 
anthropological, or philosophical character). A somewhat similar idea 
of law-cluster concepts was proposed by Hilary Putnam in the context 
of the concept of energy:

The concept ‘energy’ is a great example of a law-cluster concept. It 
enters into a great many laws. It plays a great many roles, and these 
laws and inference roles constitute its meaning collectively not indi-
vidually. I want to suggest that most of the terms in highly developed 
science are law-cluster concepts, and that one should always be suspi-
cious of the claim that a principle whose subject term is a law-cluster 
term is analytic. The reason it is difficult to have an analytical rela-
tionship among law-cluster concepts is that such a relationship wo-
uld be one more law. But, in general, any one law can be abandoned 
without destroying the identity of the law-cluster concept involved, 
just as a man can be irrational from birth, or have a growth of feathers 
all over his body, without ceasing to be a man (Putnam, 1975, p. 52).
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On this account, to explain the meaning of a law-cluster con-
cept one needs to point to the laws in which this concept features. 
This idea seems to be plausible in the case of at least certain natural 
sciences, for instance physics. As Putnam points out, there are many 
laws which involve the concept of energy, similarly as in the case of 
other concepts used in physics. The situation is, however, different in 
the case of a large number of concepts related to the mind, an instance 
of which is the concept of emotion. The difference lies in the fact that 
it is difficult to point to generalizations of, for instance, a psychologi-
cal or neuroscientific character, in which the concept of emotion fea-
tures. Although that is a strong premise for the conclusion that this 
concept does not refer to a natural kind, the relevance of this concept 
can be defended on different grounds. Namely, the discussed concept 
can be viewed as the already mentioned theory-binding concept. The 
meaning of a theory-binding concept can be reconstructed with ref-
erence to different explanatory theories which feature this concept.

6. Conclusion

The relevance of emotions for scientifically oriented inquiry is at the 
present moment often undermined on the basis of the observation 
that this concept fails to correspond to a natural kind. This strategy of 
eliminating concepts is perhaps most persuasive when discussed in 
the context of the neuroscience of emotions, where one can find ev-
idence supporting the claim that different emotions are produced by 
different kinds of neural mechanisms. One can even point to a persua-
sive proposal of replacing the concept of emotion with different con-
cepts within the neuroscience of emotions. However, it was argued 
that this strategy is based on a limited view of the nature of scientific 
concepts. Not all of the concepts which are relevant for scientifically 
oriented inquiry should correspond to natural kinds. Namely, there is 
a type of concept – which can be usefully described as theory-bind-
ing as theory-binding concepts – which do not correspond to natural 
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kinds and, at least at the given moment of the development of science, 
these concepts allow for a unification of the different levels of expla-
nation of a certain type of phenomena. The concept of emotions is an 
example of a theory-binding concept.
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Some Remarks on Embodied-Embedded 
Social Cognition1

1. Paradigm shifts

Is human behaviour mainly determined by our emotions or by rea-
son? This is a question which has concerned many philosophers 
for some time and, during the last three decades, there have been a 
number of passionate debates on the relationship between emotion 
and cognition between psychologists and cognitive scientists. Per-
haps the most important adversaries in these discussions were Rob-
ert Zajonc and Richard Lazarus (cf. Zajonc, 1980; Lazarus, 1984). 
They were both convinced that the systems of affect and cognition 
are separate but they disagreed, however, about the priority of these 
systems in their effect on behaviour. Zajonc believed that emotions 
are primary with respect to cognition, while Lazarus opted for the 
primacy of cognition. According to the former, emotions are always 
accompanied by cognition (thinking), but cognition (thinking) does 
not always have an impact on our emotions. The latter believed that 
Zajonc’s view could be accepted only if cognition is understood 
very narrowly – without the processes of attention and the inter-
pretation of the recorded stimuli. Since detailed arguments on both 

1  This contribution was made possible through the support of a grant “The Limits of 
Scientific Explanation” from the John Templeton Foundation.
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sides are rather well known to psychologists, philosophers and cog-
nitive scientists, in this work they will be omitted and we will focus 
on what this discussion has led to.

It seems that the final outcome of the debate between Zajonc and 
Lazarus was achieved thanks to research findings from neuroscience. 
In particular, Joseph LeDoux discovered and studied two pathways of 
inducing affect – the high (cortical) road and the low road (LeDoux, 
1996). The latter is particularly important. It transpired that the phylo-
genetically older cognitive structures of our brains, such as the thala-
mus, are directly connected to the amygdala, which is one of the emo-
tional centers of the brain. For this reason, the reaction to experienced 
stimuli is much faster in the low road than in the cortical pathway. In 
many cases the reaction is much faster than constructing a conscious 
representation.

It seems, therefore, that the above-mentioned discussion has 
ended with the adoption of Zajonc’s approach. Nevertheless, this ap-
proach was modified or weakened since emotion can significantly  
affect cognition, but also – vice versa – cognition has an impact on 
emotion. Moreover, a considerable amount of other data, e.g. from 
lesion studies, indicates that prioritizing cognition or the emotions is 
rather a misguided strategy. This leads to a more general conceptual 
change: “cognitive processes” are not only traditional issues, such as 
memory and attention, but – at least implicitly – also concern emo-
tions and decision-making. The study of their mutual influences and 
relationships serves to secure a better understanding of how the body 
works. Thus, one can certainly claim that we are dealing with a sig-
nificant paradigm shift in this case.

Nonetheless, this was not the only paradigm shift that has taken 
place in inquiries on the nature of mind and cognition. From the 
1980’s, one can observe a move from a computational paradigm of 
cognitive science and cognitive neuroscience to the paradigm of the 
embodied-embedded mind. While the proponents of the computa-
tional paradigm treated the mind as software implemented in biolog-
ical hardware, the followers of the embodied-embedded mind para-
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digm regard cognitive processes as products of motor processes and 
interactions, in which the individual enters the physical, social and 
cultural environment (Varela et al., 1993; Chemero, 2009; Johnson, 
2007). In other words, the basic concepts “filling” our minds are gen-
erated on the basis of neural programs of motor control and express 
spatial relationships. More abstract concepts (e.g., concerning feel-
ings and emotions) are created by “mental machinery” based on spe-
cific concepts and with the use of conceptual metaphors (as tools for 
understanding and action).

The embodied-embedded mind paradigm leads in turn to an-
other revolution in the philosophy of mind, neurophilosophy and – 
last but not least – social cognition. This revolution concerns both 
cognition of one’s own mind (self-knowledge) and the minds of 
other people. Generally speaking, the old view – dating back to 
Descartes – according to which knowledge of our own mental states 
is more primary than understanding the mental states of other peo-
ple, gave way to an approach in which the cognition of other’s 
minds is more primary than self-cognition and self-knowledge. We 
will try to explain what this paradigm shift is but will first pre-
sent the scientific revolution which took place in social cognition 
through the development of a conceptual framework known as the 
embodied-embedded mind.

2. From brain maps to simulation

For a number of years Antonio Damasio has argued that one of the 
most important features of our brains is the ability to create maps 
(Damasio, 2010, chapter 3). In Damasio’s view, maps are neural pat-
terns created when the body interacts with the objects of the world 
(environment) as well as the minds of others. These maps are not only 
used in the unconscious self-regulatory activities of the body, but also 
play a major role in conscious cognition. The basic object of mapping 
is the body. As Damasio states:
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The human brain maps whatever object sits outside it, whatever action oc-
curs outside it, and all the relationships that objects and actions assume in 
time and space, relative to each other and to the mother ship known as the 
organism, sole proprietor of our body, brain, and mind. The human brain 
is a born cartographer, and the cartography began with the mapping of the 
body inside which the brain sits (Damasio, 2010, p. 66).

The mechanism of creating brain maps explains how conscious 
body ���������������������������������������������������������������images, as well as body schemas related to sensory-motoric pro-
cesses, are formed. Advocates of the embodied mind idea attach great 
importance to the latter (Gallagher, 2007).

It is not only cortical structures but also the phylogenetically 
older subcortical structures (such as the geniculate bodies, the  
colliculi, the nucleus tractus solitarius, and the parabrachial nucleus) 
which are able to create maps with especially the last two of these 
structures involved in body mapping (Damasio, 2010, chapter 3). A 
cerebral representation of what is happening at any given time to 
our body is important not only for motor activities undertaken in the 
physical environment. In the later part of this work we will show 
that this mechanism is involved in the formation of more complex 
content “inhabiting” our minds. The process of mapping the body is 
intricate, ​​not only on the purely biological level – it also comprises 
all of the interactions between the body and the environment and, 
therefore, human activity in the physical and social setting. Dama-
sio writes that

Signals sent by sensors located throughout the body construct neural 
patterns that map the organism’s interaction with the object. The neu-
ral patterns are formed transiently in the varied sensory and motor re-
gions of the brain that normally receive signals coming from specific 
body regions. The assembling of the transient neural patterns is made 
from a selection of neuron circuits recruited by the interaction (Dama-
sio, 2010, p. 74).
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Nevertheless, generating maps of the current state of the body 
does not exhaust the possibilities of the brain. Indeed, the brain is able 
to transform created maps and simulate possible states. This brain-
body communication is carried out in both directions. Cognitive pro-
cesses and conscious representations can be causes of emotions that 
“engulf” the whole body. On the other hand, the body – in a particu-
lar emotional state – forms mental states. Moreover, in such mecha-
nisms of mutual communication (referred to as resonant loops) Dama-
sio sees the sources of self-consciousness:

I envision these responses as initiating a tight two-way, resonant loop 
between body states and brain states. The brain mapping of the body 
state and the actual body state are never far apart. Their border is 
blurred. They become virtually fused. The sense that events are occur-
ring in the flesh would arise from this arrangement. A wound that is 
mapped in the brain stem (within the parabrachial nucleus), and that is 
perceived as pain, unleashes multiple responses back to the body. The 
responses are initiated by the parabrachial nucleus and executed in the 
nearby periaqueductal gray nuclei. They cause an emotional reaction 
and a change in the processing of subsequent pain signals, which im-
mediately alter the body state and, in turn, alter the next map that the 
brain will make of the body (Damasio, 2010, p. 105).

Let us return to the above-mentioned simulation. Damasio goes 
a step further by claiming that the brain is able to quickly generate a 
variety of alternative maps of the body. Thus, the maps of the states 
in which the body could find itself if it had been under the influence 
of a given emotion are also simulated. The simulation of an emo-
tion can anticipate its actual appearance, or even completely replace 
the appearance of this emotion. A simulation of this type is called by 
Damasio ‘as-if body loop’ and involves both the structures responsi-
ble for the operation and somatosensory system structures. An exam-
ple of the ‘as-if body loop’ is a connection of emotion and compassion 
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centers, such as the amygdala and ventromedial prefrontal cortex, to 
the structures responsible for the state of the body processing, such as 
the insular cortex, SII, SI, and the somatosensory association cortices 
(Damasio, 2010, chapter 3–4). In addition (or, perhaps, above all), mech-
anisms of simulations are supported by the mirror neuron system. It 
allows us to feel, or to put our bodies in states in which we actually 
would find ourselves while experiencing a given emotion or perform-
ing a specific gesture. Damasio proposes an evolutionary scenario for 
explaining the formation of the mirror neuron system:

I suspect that the system developed from an earlier as-if body loop 
system, which complex brains had long used to simulate their own 
body states. This would have had a clear and immediate advantage: 
rapid, energy-saving activation of the maps of certain body states, 
which were, in turn, associated with relevant past knowledge and cog-
nitive strategies. Eventually the as-if system was applied to others and 
prevailed because of the equally obvious social advantages one could 
derive from knowing the body states of others, which are expressions 
of their mental states (Damasio, 2010, p. 109).

The issue of mirror neurons and their involvement in social cog-
nition will be examined more closely in the following paragraphs.

3. Through the looking-glass: mirror neurons

Damasio’s view indicates that the mapping of our bodily states by 
our brains is an important factor in the development of cognition. Our 
cognitive abilities depend largely on the motor actions of our bodies. 
Mapped bodily states are not in a vacuum, but are formed in response 
to the challenges posed to organisms by the surrounding environment 
– the natural, social and cultural environment.

A number of neuroscientists from Parma played an extremely 
important role in the study of the influence of motor skills on cog-
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nitive processes: Giacomo Rizzolatti, Giuseppe Di Pellegrino, Vitto-
rio Gallese, Leonardo Fogassi, Marco Iacoboni and Luciano Fadiga. 
By studying the activity of neurons in the F5 motor cortex area of ma-
caques, they obtained three surprising results about the action of un-
derstanding (Di Pellegrino et al., 1992; Fogassi and Gallese, 2002). It 
was known that nerve cells belonging to this cerebral structure coded 
the movement of a macaque’s hand which accompanied the manipu-
lation of objects (e.g. food). Firstly, it turned out that some neurons 
belonging to F5 are also activated when the macaque grasps food not 
only with his hand, but also directly with its mouth. The neuroscien-
tists from Rizzolatti’s team concluded that the neurons in the F5 area 
encode abstract representations of manipulation of objects, ignoring 
the part of the body which performs the action. Secondly, in this struc-
ture they indicated “canonical neurons” that respond only to objects 
with specific shapes and properties. Nevertheless, the true revolution 
came with the third result.

Studies have shown that some of the neurons in the F5 area are 
activated both when the motor system is used and in the case of utiliz-
ing visual representations of certain operations. The activity of nerve 
cells called “mirror neurons” can be registered in both cases – when a 
macaque manipulates an object (such as food) and when he sees that 
another macaque or experimenter executes such an operation. For ex-
ample, some F5 area cells are activated both when a macaque grabs 
a peanut and when he sees that another individual perform a similar 
movement, subordinated to the same purpose (object manipulation). 
In summary, the experiments conducted by Rizzolatti and his team 
provided a strong basis to believe that mirror neurons encode not only 
the movements, but also the goals that these movements are meant to 
achieve. The F5 area is probably the only structure in the brain of ma-
caques which is equipped with mirror neurons.

Nowadays they believe that there are many cerebral structures 
in which one can observe the phenomenon of the multi-modal reso-
nance of neurons. While many neuroscientists accept mirror neurons 
as a “hard scientific fact” on which you can base hypotheses about 
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human nature (Ramachandran, 2010; Gazzaniga, 2009), it should be 
noted that there is still an ongoing debate over the “nature” of mirror 
neurons. For example, it is still unclear whether a particular neuron 
is capable of resonance due to ultimative specialization and its struc-
ture or whether it is due to the role it plays in a particular network. 
In the latter case it can be expected that every – or virtually every – 
neuron in our brain is “potentially” capable of multi-modal resonance 
(Winkielman et al., 2009, p. 239).

Despite the problem mentioned above, the convergence of data 
collected from various sources suggests that there are also mirror neu-
rons in human brains. It is believed that they are located, inter alia, 
in the 44 Brodmann area, which is the human equivalent of F5 area 
in the cerebral cortex of macaques. Although (mainly for ethical rea-
sons) it is difficult to demonstrate their existence with single-cell re-
cording, the hypothesis of the existence of a mirror system in the hu-
man cerebrum is supported by data obtained with EEG, MEG, TMS, 
PET and fMRI (Rizzolatti et al., 2002). For example, PET imaging 
indicates that in such structures of the human brain as the upper pa-
rieto-occipital sulcus, lower parietal lobe and a lower angular gyrus 
there are mirror neurons that are activated both during object manip-
ulation and the observation of such operations performed by another 
individual (Rizzolatti et al., 1996). What is important for the hypoth-
eses posed later in the article is that it is assumed that cells capable 
of multi-modal resonance are located in the emotional structures of 
the brain such as the insula, anterior cingulate, somato-sensory cor-
tex, superior temporal sulcus, the extrastriate body area and the den-
tate of the cerebellum (Dacety and Jackson, 2004).

4. Embodied simulation and peripersonal space

The discovery of mirror neurons not only strengthened the conviction 
of a relationship between cognitive processes and emotions with the 
motor actions of the body, but it also led to the consolidation of the 
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embodied-embedded mind paradigm. It became the basis for various 
theories constructed in the framework of this paradigm. The idea of 
embodied simulation formulated by Vittorio Gallese seems to be one 
of the most important (Gallese, 2005). The following quote captures 
its essence succinctly:

I employed the term simulation as an automatic, unconscious, and 
pre-reflexive functional mechanism, whose function is the modeling 
of objects, agents, and events. Simulation (…) is therefore not neces-
sarily the result of a willed and conscious cognitive effort, aimed at 
interpreting the intentions hidden in the overt behavior of others, but 
rather a basic functional mechanism of our brain. However, because 
it also generates representational content, this functional mechanism 
seems to play a major role in our epistemic approach to the world. 
It represents the outcome of a possible action, emotion, or sensation 
one could take or experience, and serves to attribute this outcome to 
another organism as a real goal-state it is trying to bring about, or as 
a real emotion or sensation it is experiencing. Successful perception 
requires the capacity of predicting upcoming sensory events. Simi-
larly, successful action requires the capacity of predicting the expected 
consequences of action. As suggested by an impressive and coherent 
amount of neuroscientific data (…), both types of predictions seem to 
depend on the results of unconscious and automatically driven neural 
states, functionally describable as simulation processes.

Gallese also points out that

(…) Simulation is not conceived of as being confined to the domain of 
motor control, but rather as a more general and basic endowment of our 
brain. It is mental because it has content, but it is sensory-motor because 
its function is realized by the sensory-motor system. I call it “embod-
ied” – not only because it is neurally realized, but also because it uses 
a pre-existing body-model in the brain, and therefore involves a non-
propositional form of self-representation (Gallese, 2005, pp. 41–42).
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The mechanism of embodied simulation is based on the phenome- 
non of the multimodality of neurons. In particular, numerous studies 
indicate that the same neurons that are responsible for sensory infor-
mation processing also play an important role in the motor control. 
Gallese carefully examines the properties of the cortical premotor-pa-
rietal network F4-VIP in macaques’ brain. The F4 area occupies the 
posterior sector of the ventral premotor cortex, yet the structure of 
the VIP occupies the fundus of the intraparietal sulucus. This struc-
ture is involved in the control of purposeful movements of the head 
and forearm.

Single-cell recording shows that, apart from visual neurons, bi-
modal visual-tactile cells are located in the VIP structure. Cells be-
longing to this structure fire in response to both visual and tactile 
stimuli and the receptive field of these cells are related to the face and 
merged with the touch field creating peripersonal space. VIP area le-
sions result in the neglect of contralateral peripersonal space, which 
is one of the symptoms of hemispatial neglect (Darby and Walsh, 
2005, chapter 6).

In the F4 area, apart from unimodal (sensory) neurons, there are 
also bimodal cells encoding both visual and somatosensory repre-
sentations as well as trimodal cells which additionally encode audi-
tory representations. The receptive fields of these neurons also par-
ticipate in the formation of peripersonal space. The receptive fields of 
most F4 cells are independent of eyeball movements which, accord-
ing to Gallese, “indicates that the visual responses of F4 do not sig-
nal positions on the retina, but positions in space relative to the ob-
server” (Gallese, 2005, p. 25). In the embodied simulation theory, 
peripersonal space, which is an important element of a sense of cor-
poreality, is closely associated with the motor processes. Research 
on brain damage indicates that the frontal lobe and inferior paritetal  
lobule play an important role in maintaining the body schema as 
well as identifying and raising awareness of the features of objects in 
peripersonal space.
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5. Foundations of social cognition

The embodied simulation theory applies not only to the structure of 
physical space, but also – metaphorically speaking – to social space. 
In this way we come to the application of embodied simulation the-
ory to embodied social cognition (Gallagher, 2008; Gallese, 2009). 
Gallese points out that social cognition has an intentional character 
and its aim is to predict the beliefs, feelings, desires, and intentions 
of other individuals. In his view:

From a first-person perspective, our dynamic social environment 
appears to be populated by volitional agents capable of entertain-
ing, similarly to us, an agentive intentional relation to the world. 
We experience other individuals as directed at certain target states 
or objects, similarly to how we experience ourselves when doing so  
(Gallese, 2005, p. 31).

In the philosophy of mind there is a clichéd scheme according to 
which either the problem of other minds (Searle, 1992) arises due to 
the inviolable first-person ontology of mental states, or those states are 
completely eliminated (Churchland, 1981). In contrast to this scheme, 
people constantly – and to a large extent independently of their will – 
engage in mind-reading. Nevertheless, scientists still argue about the 
mechanism responsible for this cognitive ability (Kurek, 2013). Pro-
ponents of the concept known as the theory-theory believe that the 
reading of other minds is possible through reasoning (Meltoff, 2005). 
More recent versions of the theory-theory differ from the classical 
“analogical” approach according to which people reason with the us-
age of the principle: “if I find myself in a particular state and behave 
thus and so, then I can suppose that someone else behaving in the 
same manner feels the way I do.”

Simon Baron-Cohen identifies four stages of reading the minds 
of others (Baron-Cohen, 1997). The so-called Intentionality Detector 
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works during the first period of ontogeny. It interprets the behavior 
of potential agents recorded in all modalities (visual, auditory, tactile) 
as intentional and volitional. At the second stage, the Eye-Direction 
Detector starts functioning. It comprises the detection of eyeballs, 
monitoring gaze direction and reasoning (based on experience) that if 
someone’s gaze is focused on an object, she can see it. At the first two 
stages, dyadic relations between ‘I’ and an object are formed. In 9–18 
month old infants the Shared-Attention Mechanism is developed. It 
allows one to construct triadic relations between ‘I’, ‘you’ and an ob-
ject. Almost every play in which mother and child draw attention to 
the same object can serve as its example. At the fourth stage, healthy 
3–4 year old children develop the Theory-of-Mind Mechanism. As 
Baron-Cohen writes, “ToMM is a system for inferring the full range 
of mental states from behavior – that is, for employing a ‘theory of 
mind’” (Baron-Cohen, 1997, p. 51). It provides the possibility of rep-
resenting epistemic states of mind such as thinking, knowledge, be-
lief, imagining, guessing and cheating and combines volitional, per-
ceptual and epistemic states into a coherent theory of how mental 
states and actions are linked. Thanks to this, children with a prop-
erly developed ToMM are able to pass a false belief task. As Baron- 
-Cohen points out:

(…) Children use their mentalistic knowledge in highly theory-like 
ways (…). Children probably could also affirm a long list of axioms 
that constitute the core of their theory of mind, though as yet only a 
fraction of these have been explicitly stated and tasted (such as ‘seeing 
leads to knowing,’ ‘appearance is not necessarily the same as reality,’ 
‘people are attracted to things they want,’ and ‘people think that things 
are where they last saw them’) (Baron-Cohen, 1997, pp. 54–55).

Proponents of embodied simulation does not agree that mind 
reading consists of carrying out reasoning that results in the transi-
tion from “first-person” to “third-person” state. According to Gallese, 
reading other minds is immediate and intrusive:
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We are just attuned to the intentional relation displayed by someone 
else (…). We are not alienated from the actions, emotions and sensa-
tions of others, because we entertain a much richer and affectively nu-
anced perspective of what other individuals do, experience, and feel. 
What makes this possible is the fact that we own those same actions, 
emotions, and sensations (Gallese, 2005, p. 31).

Most advocates of the theory-theory believe that a certain type 
of reasoning serves as a “bridge” between one’s own mental states 
and the cognition of mental states of others. The starting point of this 
approach is subjectivity, namely the ‘I’ perspective. The adoption of 
a ‘you‘ perspective is something secondary. The embodied simula-
tion assumes the existence of primary intersubjectivity, which can be 
called metaphorically the sphere of ‘we’. Thanks to this, the minds 
of others are no less accessible than one’s own mind. Moreover,  
Gallese tries to convince us that on both the phylogenetic (evolution-
ary) and ontogenetic level, primary intersubjectivity is prior to the 
ability to distinguish between the ‘I’ and ‘other’. This idea is formu-
lated in Gallese’s shared manifold hypothesis:

The shared blended space enables the social bootstrapping of cog-
nitive and affective development. Once the crucial bonds with the 
world of others are established, this space carries over to the adult 
conceptual faculty of socially mapping sameness and difference (“I 
am a different subject”) (…). The shared space provides an incredibly  
powerful tool for detecting and incorporating coherence, regularity, 
and predictability in the course of an individual’s interactions with 
his or her environment. The shared space is progressively joined by 
perspectival spaces defined by the establishment of capacities to dis-
tinguish the self from others while self-control is developing. Within 
each of these perspectival spaces information can be further segre-
gated in discrete channels (visual, somatosensory, etc.), making our 
perceptual view of the world more finely grained. The concurrent  
development of language probably contributes to further separating 



292 Mateusz Hohol, Piotr Urbańczyk

out of single characters or modalities of experience from the origi-
nal multimodal perceptual world, but the shared intersubjective space 
does not disappear. It progressively acquires a different role: to pro-
vide our self with the capacity simultaneously to entertain self–other 
identity and difference (…). My proposal is that the “selfness” qual-
ity we readily attribute to others, the inner feeling of “being like me” 
triggered by our encounter with others, is the result of this preserved 
blended intersubjective space. Self–other physical and epistemic  
interactions are shaped and conditioned by the same body and envi-
ronmental constraints (Gallese, 2005a). 

Gallese argues that the neural substrate of tuning in to the men-
tal states of others is the mirror neuron system described above. That 
description should now be supplemented with a few details, to which 
Gallese draws more attention (Umiltà et al., 2001). Later studies on 
mirror neurons show that those cells not only fire when macaques 
see the entire course of operation (the entire sequence of movements, 
which leads to the goal), but also when the ape observes an object 
and the initial movements, yet the final steps and the goal achieve-
ment are covered. This result strongly supports the hypothesis ac-
cording to which the cells of the F5 area encode goals. Gallese adds 
that this experiment reveals the mechanism of embodied simulation.  
Covering the goal achievement induces a “perceptual gap” in ma-
caque’s mind. It is a simulation which is responsible for filling the 
gap. Although the achievement of the goal (e.g., a result of object  
manipulation) is not directly observed, the simulation assigns it to the 
general pattern, which under normal circumstances would comprise 
both observed and unseen events (Gärdenfors, 2006).

Another example relates to certain neurons in the F5 ventral pre-
motor cortex, whose function is to encode the movements of the ma-
caque’s mouth (Ferrari et al., 2003). These neurons show activity in 
both cases – when the macaque itself performs some operations and 
when it observes grasping, biting, chewing or licking the food. More-
over, the F5 area also contains mirror neurons that are activated dur-



293Some Remarks on Embodied-Embedded Social Cognition

ing acts of communication manifested in gestures and movements of 
the lips and tongue. This is important for social cognition because, as 
Gallese points out: “It is therefore plausible to propose that commu-
nicative mirror neurons might constitute a further instantiation of a 
simulation-based social heuristic” (Gallese, 2005, p. 34).

6. Embodied-embedded emotional mind

Proponents of applications of embodied simulation pay special at-
tention to the role of emotion and empathy in social cognition. In 
the course of phylogeny, primary emotions mainly appeared in or-
der to regulate the behaviour of individuals and to enhance the sur-
vival chances of their genes. Nevertheless, in socialized species such 
as Homo sapiens higher order emotions have evolved and they play 
an entirely new role. Joseph LeDoux indicates the difference between 
those two types of emotion:

Basic emotions (fear, anger, joy, disgust, etc) are believed to be in-
nately organized in humans, conserved to some degree across mam-
malian species, automatically or unconsciously elicited, expressed in 
characteristic ways in the body of all humans independent of culture, 
and mediated by distinct neural systems. Higher order emotions (e.g. 
empathy, jealousy, guilt) are often considered to be less conserved 
across species, cognitively mediated rather than automatically elic-
ited, less rigidly expressed in the body, mainly due to learning and so-
cial factors, and can be different in different cultures (LeDoux, 2011).

In species with highly developed brains, emotions that are the 
holistic responses of the body to a stimulus may also have their in-
ternal aspects ("The bodily changes follow directly the perception of 
the exciting fact, an d that our feeling of the same changes as they 
occur is the emotion" [James, 1884, p. 189]). Typically, they are re-
ferred to as feelings (Damasio, 2010). Emotions may and may not be 
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conscious. For example, we are sometimes unaware of the content of 
our emotions until somebody asks “why are you mad at me?”. Your 
partner can recognize your emotional state earlier than you and she 
makes it on the basis of the observation of states of the body, such as 
facial expressions.

Empathy, one of the higher order emotions, is a special case of 
compassion. According to Frans de Waal, it is one of the two main 
pillars of morality (the other being reciprocity and fairness) (de Waal, 
2006, 2010, 2013). Michael Arbib and Jean-Marc Fellous argue that 
the mechanisms of empathy are associated with the activity of the 
mirror neuron system and embodied simulation:

Clearly, human emotions are greatly influenced by our ability to empa-
thize with the behavior of other people. Indeed, some have suggested 
that mirror neurons can contribute not only to ‘simulating’ other peo-
ple’s actions as the basis for imitation, but also ‘simulating’ other 
people’s feelings as the basis for empathy (Arbib and Fellous, 2004).

The strong relationship between empathy and simulation is indi-
cated by various studies on responses to pain. Single-cell recordings 
show that certain cells of the cingulate cortex fire when a person ex-
periences a painful stimulus caused by a pinprick on herself as well as 
when she sees the other person suffering from a pinprick (Hutchison 
et al., 1999). The simulation of pain has also been confirmed by ex-
periments with neuroimaging (fMRI). They both show that the first-
person experience of pain and the observation of another person ex-
periencing pain activate the anterior cingulate and insula (Singer et 
al., 2006).

It is widely known that the responses of the motor system not only 
accompany, but are embedded within the emotional states in which 
organisms find themselves. In this way Zajonc and Markus answer 
the persistent question of “why do people who are angry squint their 
eyes and scratch their shoulders?” (Zajonc and Markus, 1984). The 
face is the part of the body that reveals our emotions most expres-
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sively. Gallese, citing a study conducted by Carr et al. (2003) notes 
that an important argument for the relationship of embodied simula-
tion and experiencing emotions are the data from neuroimaging stud-
ies using fMRI on people observing and imitating facial expressions 
specific for different emotions. These studies indicate that imitating 
emotions causes the activation of such brain structures as the ventral 
premotor cortex, insula and amygdala. The fact that those structures 
are involved in emotion processing is additionally confirmed by le-
sion studies. Damage to these areas results in a reduced ability to im-
itate and experience the emotions of others.

Gallese also refers to his own research with fMRI aiming to  
demonstrate a common neural architecture for emotions experienced 
from both the first-person and third-person perspective. His subject 
of interest was disgust, which is one of the basic emotions. The sub-
jects’ brains were scanned in two cases – when they inhaled an un-
pleasant scent arousing disgust and when they watched various faces 
expressing disgust. In both cases the left anterior insula was active 
(Wicker et al., 2003).

Another argument for the application of embodied simulation is 
the fact that the imitation of the facial expressions of others helps us 
to recognize their emotional state. In an experiment conducted by 
Niedenthal et al. subjects were asked to detect the offset of a sad facial 
expression changing into a happy expression and vice versa (Nieden-
thal et al., 2001). In doing this task one group of participants held a 
pen between their lips and teeth, which blocked the possibility of im-
itating the observed facial expressions. They found that people who 
were allowed to freely mimic the faces detected a change from a sad 
to a happy expression much faster than those who had fewer possibil-
ities for imitation. In a more advanced exercise, this result was reaf-
firmed by Oberman, Winkielman and Ramachandran (2007).

Gallese points out, however, that the mere imitation of facial ex-
pressions does not always cause a conscious experience (feeling) as-
sociated with the imitated emotion (Gallese, 2005, p. 37). Neverthe-
less, the lack of a complete awareness of an imitated mental state 
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does not necessarily mean that it is not utilized in the action or so-
cial cognition. This constitutes an argument for the thesis that some 
pre-reflective mechanism of simulation of state of the body which is 
common for a person experiencing the emotion and her observer/im-
itator works in the background and correlates with the neural struc-
tures mentioned above. This is an argument against the theory-theory 
– empathy does not involve any form of reasoning by analogy, but 
consists of entering into a direct resonance with another person. Piotr 
Winkielman, Paula M. Niedenthal, and Lindsay M. Oberman aptly 
sums up this thread:

Theories of embodied cognition suggest that engagement of sensory-
motor processes is part and parcel of the process of emotional per-
ception, understanding, learning, and influence. On that account, the 
vicarious recreation of the other’s state provides information about 
the stimulus meaning and can go beyond the previously established  
associations. If so, manipulation (inhibition or facilitation) of soma-
tosensory resources should influence the perception and understan- 
ding of emotional stimuli. Evidence for this interpretation has been 
now obtained in multiple domains (Winkielman et al., 2009).

7. Conclusions: paradigms shifts again

At the beginning of this article we argued that in the last few decades 
there have been a few paradigm shifts in cognitive science research. 
It is argued that in the discussion between Lazarus and Zajonc on the 
primacy of cognition and emotion the view of the latter prevailed. It 
should be stressed, however, that relations between emotion and cog-
nition are more complicated. We believe that the paradigm shift that 
has occurred thanks to the embodied-embedded mind approach con-
sists of the adoption of the primacy of action. Both cognition and 
emotion – mutually connected on various levels of the complexity of 
brain and mind – are subordinated to generate a response that solves 
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the problem facing the organism, and solves it in the most optimal 
way. This includes problems facing the organisms in real time, as 
well as problems in the evolutionary context. (One can assume that 
selection mechanisms favour the cognitive and affective systems be-
ing connected at different levels).

The second paradigm shift, which took place in the cognitive 
sciences in the 1980’s, consisted of a transition from a computer-
like vision of the mind to the embodied-embedded mind approach. 
One can claim that this vision, according to which the mind is soft-
ware implanted in cerebral hardware, is close to the psychophysical 
dualism advanced by Descartes (Searle, 1992). In this interpretation 
“software” recalls res cogitans, while the “hardware” is similar to 
res extensa. Although computationism still plays an important role in 
some parts of cognitive science (e.g., in the thesis of Massive Mental 
Modularity accepted by evolutionary psychologists), the embodied- 
-embedded mind approach introduces strongly non-dualistic vision. 
This vision is supported by various data sets from neuroscience and 
cognitive linguistics (Gallese and Lakoff, 2005; Lakoff and Johnson, 
2009).

The resignation of a computational paradigm of cognitive science 
in favour of the embodied-embedded mind approach is connected 
with another (already mentioned) revolution. It consists of the purifi-
cation of the ‘mind’ sciences of “Cartesian leftovers”, which were still 
present in social cognition. Cartesianism assumed that we can only 
be sure of our own mental states and the cognition of other minds is 
secondary. Hence, we are involved in the other minds problem. In 
philosophy of mind this problem is solved by the idea of estimating 
the mental states of others by analogy to one’s own mental states or 
by eliminating the entire realm of subjectivity. (The former account 
had been developed later in the theory-theory.) Embodied simulation 
breaks the scheme and seems to be much more credible solution sup-
ported by data from studies on the functioning of the brain.

Advocates of the embodied-embedded mind approach claim that 
the mind is created by the interactions with physical, social and cul-
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tural environment that the body enters. They assume that the mind of 
the individual can “resonate” with the minds of others. In brief, people 
are constantly reading the minds of others. The embodied simulation 
theory eliminates the difference between the subjectively received 
self and other minds. Moreover, according to the shared manifold 
hypothesis, the formation of the first-person perspective is second-
ary and subsequent to the prior intersubjectivity that our biological 
equipment provides. This is the genuine revolution, because one can 
say that in such a view the cognition of one’s own mind seems to be 
at least as problematic as the old problem of other minds.

Embodied simulation allows us not only to predict the behaviour 
of others and feel empathy for them, but also to create an intersub-
jective community of language and culture. According to convincing 
studies conducted i.a. by Michael Tomasello and Merlin Donald, the 
human ability that underlies culture is the ability to imitate (Toma-
sello, 1999; Donald, 2005), which is based on a simulation mecha-
nism. Imitation is defined as the precise replication of goals and the 
means which lead to their achievement and the precise replication of 
such patterns is possible thanks to the well-developed mirror neuron 
system. Thus, it seems concepts such as “cognition” and “emotion” 
and also “culture” and “nature” are not as contrasting as previously 
thought (“[…] imitation seems to be the key to understanding rule-fol-
lowing in particular, and the social practices which contribute to the devel-
opment of culture in general. From the neuroscientific viewpoint it is the 
mirror neuron mechanism that lies at the heart of pattern-recognition and 
– indirectly – pattern-propagation. Evolutionary theory, on the other hand, 
suggests that we tend to imitate others due to our mutualism” [Brożek, 
2013, p. 217]).
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Emotions and Rationality1

1. The vagueness of the concept of the ‘rationality of 
emotions’

The traditional way of conceptualizing relations between emotions 
and rationality is in terms of a conflict or tension. This is quite under-
standable given that one can provide numerous examples of situations 
in which emotions interfere with rational decision-making. For in-
stance, emotions may affect the present behaviour by virtue of the as-
sociated arousal that makes one act against one’s better judgment, i.e., 
emotions may bring about akratic behaviour (e.g., they may move the 
agent to engage in an extramarital love affair even though she judges 
marital infidelity to be a worse option than the option of remaining 
a faithful wife); emotions may affect behaviour by causing a drastic 
shortening of the time perspective (e.g., they may induce an agent to 
take revenge immediately when it would be more rational – because 
involving a smaller risk – to postpone it); or emotions may narrowly 
focus our attention only on one aspect of a situation making us forget 
about its other aspects – in other words: they may distort our judg-
ment of a given situation (e.g., anger at a given person for the wrong 

1  The paper, in a slightly different form, was originally published as an appendix of 
W. Zaluski's book Game Theory in Jurisprudence (Copernicus Center Press, Krakow 
2013)
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action she did to us may make us forget about all her earlier benevo-
lent actions toward us). Clearly, this is not an exhaustive list of possi-
ble conflicts between emotions and rationality. In the present article, 
however, we do not propose to deal with such conflicts but, rather, 
we propose to show that there may be a harmony between emotions 
and rationality, i.e., that emotions may also be rational. We shall not 
attempt at deciding a rather uninteresting (and arguably undecidable) 
question of whether emotions are more often irrational or rational; our 
intention is more modest: we shall attempt at clarifying the very con-
cept of the ‘rationality of emotions’.

At the start of our analysis let us note that when one can speaks 
about emotions one can mean either types of emotions or token (oc-
current) emotions of a given type. Now, our basic claims to be de-
veloped and substantiated throughout this paper are the following. 
(1) The proper (in the sense: aptly reflecting our common practice of 
speaking about rationality of emotions and at the same time honing 
this practice) explication of rationality with regard to types of emo-
tions is in terms of adaptive rationality. Thus, to say that a given type 
of emotion is rational means that it is a biological adaptation – a ‘Dar-
winian algorithm’, i.e., a computational process that is triggered by 
certain evolutionarily relevant inputs and yields certain outputs (be-
haviour). (2) The proper explication of rationality with regard to to-
ken emotions is in terms of intrinsic and instrumental rationality (we 
shall see, though, that these two notions of rationality can be used de-
rivatively or secondarily also with regard to types of emotions). Now, 
a token emotion is intrinsically rational iff the elements of its struc-
ture satisfy certain conditions of rationality; and a token emotion of 
agent A is instrumentally rational iff it does not affect this agent’s de-
cision-making processes negatively. In the next part of this paper we 
shall make these two notions of rationality of emotions more precise 
and analyze the relations between them. In the final part, we shall re-
turn to the notion of adaptative rationality of emotions.
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2. The intrinsic rationality of emotions

2.1. Token emotions 

The above definition of intrinsic rationality of token emotions makes 
reference to the ‘structure’ of emotions. Therefore there arises a ques-
tion about components of this structure. Following Robert Nozick, we 
assume that each emotion has three components: belief, evaluation, 
and feeling (Nozick, 1990). A belief may be assessed (depending on 
the assumed epistemological conception) as true or false, or justified 
or unjustified; an evaluation (on a scale from ‘maximum badness’ to 
‘maximum goodness’) may be assessed as correct or incorrect; and 
feeling (psycho-physiological arousal) may be assessed as propor-
tionate or disproportionate (to an evaluation). From the above it fol-
lows that a given emotion can be defective, inappropriate, i.e., intrin-
sically irrational (our, not Nozick’s, term2), in three ways: belief may 
be false or unjustified, evaluation may be incorrect, and feeling may 
be disproportionate to evaluation (exceedingly intense or not suffi-
ciently intense). The condition of rationality our definition of intrinsic 
rationality of emotions speaks about are therefore the following three: 
truthfulness (or justification), correctness, and proportionality. Nozick 
noticed that an agent whose emotion is appropriate (intrinsically ra-
tional) ‘responds’ to reality in a proper way, i.e., her response is con-
sistent with the ‘reality principle’: such an agent has an adequate pic-
ture of reality encoded in her emotion and her emotion enables her to 
be closely connected to – ‘cling to’ – this reality (Nozick also stressed 
that such a response is itself a value, which he calls ‘a second-order 
value’). It is worth noting that some emotions (e.g., aesthetic ones) 
can arguably be assessed only in terms of their intrinsic rationality 
because they are not accompanied by action tendencies, i.e., do not 
motivate an agent to engage in a certain behaviour, and thereby can-

2  Also Elster (1999) uses this term and but in his definition of it he does not appeal to 
the three-component account of emotions.
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not be assessed in terms of instrumental rationality. Let us give now 
some examples of intrinsically rational and irrational token emotions. 

(1) When can, for example, compassion, be said to be intrinsi-
cally rational? Aristotle (in Rhetoric) defined compassion (ἔλεος) as 
a painful emotion directed at another person’s misfortune or suffer-
ing. Now, for compassion to be intrinsically rational, three condi-
tions must be fulfilled: (a) seriousness of suffering, (b) un-deserved-
ness of suffering, (c) similarity (more precisely: (a) and (b) seem to 
be the conditions of the intrinsic rationality of compassion, whereas 
(c) seems to be an empirical condition of experiencing compassion). 
Thus, B’s compassion with A’s suffering is intrinsically rational iff 
B’s belief is: “A suffers”, and the belief is true or justified, B’s evalu-
ation is: “A’s suffering is serious and undeserved and is a bad state 
of affairs to a degree x”, and the evaluation is correct, and B’s feel-
ing is proportionate to B’s evaluation that the considered state of af-
fairs is bad to a degree x. 

(2) Emotions triggered by a truncated cognition, i.e., cognition 
focused “on a favorable or unfavorable outcome without any concern 
for its causal history (Elster, 1999, p. 312)” are intrinsically irrational 
because beliefs they are based on are incorrect, or, rather – in this case 
– incomplete. Jon Elster gives the following examples of such emo-
tions: anger at those who frustrate our goals even though it was im-
possible for them to foresee the consequences of their actions; guilt 
for emotions, thoughts, or events outside our control; shame for emo-
tions, thoughts, events, or character traits outside our control; pride 
for events outside our control; contempt for features of a target indi-
vidual that are outside her control; admiration for features of a target 
individual that are outside her control3. 

3  Other intrinsically irrational emotions mentioned by Elster, are, inter alia, hate to 
those we have harmed; hate to those who have helped us; hate to those who did not 
reciprocate our love; phobias without cognitive justification; love to those whom we 
have helped and flowing only from the fact that we have helped them.
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2.2. Types of emotions

The category of ‘intrinsic irrationality’ can also be used, though sec-
ondarily, with regard to types of emotions. But in this case (unlike 
the case of token emotions) it is more apt to oppose it not to intrin-
sic rationality but to what may be called ‘indeterminacy in respect of 
intrinsic rationality’ (because it is difficult to find a type of emotion 
that would be intrinsically rational, i.e., such a type of emotion that 
all token emotions belonging to this type would be intrinsically ra-
tional). Now, a given type of emotion is intrinsically irrational if all 
token emotions that belong to this type of emotion are intrinsically 
irrational; and a given type of emotion is indeterminate in respect of 
intrinsic rationality if token emotions that belong to this type of emo-
tion may be intrinsically irrational or intrinsically rational. Some ad-
ditional comments are in order here. First, the assessment of the in-
trinsic rationality of a token emotion of a given type may be different 
in two different axiological systems even if these systems concur in 
assuming that this type of emotion is not intrinsically irrational (i.e., 
is indeterminate in respect of intrinsic rationality). For instance, for 
the ancient Greeks the following token emotions, which are regarded 
contemporarily as irrational, were not irrational: guilt for emotions, 
thoughts, or events outside our control; contempt for features of a tar-
get individual that are outside her control; admiration for features of 
a target individual that are outside her control. Second, some types of 
emotions (e.g., envy, conceit) appear to be regarded as intrinsically 
irrational on the grounds of all axiological systems (these emotions 
may, though, still be biologically adaptive). Third, some types of emo-
tions are regarded as intrinsically irrational on the grounds of some 
axiological systems, and as indeterminate in respect of intrinsic ra-
tionality on the grounds of the other. For instance, according to some 
currents of the Christian ethics (e.g., Jansenism) pride (not only con-
ceit, but also ‘moderate’ pride) is always irrational because it is based 
on an incorrect value judgment of oneself – it is a manifestation of 
one’s failure to understand the fundamental misery of the human con-
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dition (a different evaluation of pride was assumed, e.g., in the Ho-
meric ethics). According to, for example, Spinoza, La Rochefoucauld, 
and Nietzsche, compassion is always irrational; a different evaluation 
of compassion is made, for example, within the Christian, Buddhist, 
or Islamic ethics. Fourth, on the grounds of the Stoic ethical system, 
no state of affairs that “does not fully depend on us” has a value (this 
Stoic tenet was especially emphasized by Epictetus), and thereby al-
most all types of emotions are intrinsically irrational (because almost 
all types of emotions are based on beliefs and evaluations regarding 
events that do not fully depend on us). 

3. Instrumental rationality of emotions

One can distinguish three general views of role of emotions in deci-
sion-making. According to the traditional view, one chooses ration-
ally only if one does not choose under the influence of the emotions 
(emotions are viewed here as blind, causal forces interfering with ra-
tional choice). According to what one may call the revisionist view, 
one chooses rationally only if one chooses under the influence of the 
emotions. According to the ‘compromise’ view emotions sometimes 
facilitate and sometimes hinder rational choice. The ‘compromise’ 
view seems most plausible: it is clear that emotions sometimes hinder 
rational choice but it can also be plausibly argued that emotions may 
facilitate rational choice; the following considerations can be viewed 
as developing this view. 

Let us start by distinguishing between two ways in which emo-
tions may affect the choice: (a) emotions may affect the parameters 
of choice, i.e., they may enter the choice as costs and benefits as-
sociated with the available options; they may therefore change the 
structure of payoffs; (b) emotions may affect the very mechanisms 
of decision-making. Having distinguished these two ways, we can 
propose the following definition of the instrumental rationality of 
an emotion: an agent’s emotion is instrumentally rational iff it af-
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fects the parameters of choice in a rational way (Condition 1) and 
does not prevent the agent from choosing the option that maximizes 
her expected utility (Condition 2). In the remainder of this point we 
shall analyze relations between intrinsic and instrumental rational-
ity of emotions; especially, we shall reflect on whether only intrin-
sically rational emotions can be simultaneously instrumentally ra-
tional or also intrinsically irrational emotions can be instrumentally 
rational.

In order to analyze the role of intrinsically rational and intrinsically 
irrational emotions in decision-making one has to make a distinction 
between two types of decision problems: decision-problems related to a 
given intrinsically rational or irrational emotion and decision-problems 
unrelated to a given intrinsically rational or irrational emotion.

(1) Decision-problems related to a given intrinsically rational or 
irrational emotion. 

In such decision problems intrinsically rational emotions always 
(by definition) satisfy Condition 1 of instrumental rationality (i.e., 
they modify their structure of payoffs in a rational way). But these 
emotions may fail to satisfy Condition 2 because psycho-physiologi-
cal arousal caused by them may be an obstacle for choosing the util-
ity-maximizing option. By contrast, in this type of decision problems 
intrinsically irrational emotions always (by definition) fail to satisfy 
Condition 1 of instrumental rationality. They may also fail to satisfy 
Condition 2 because psycho-physiological arousal caused by them 
may be an obstacle for choosing the utility-maximizing option; this 
type of influence of emotions will, of course, practically matter (i.e., 
may lead to a failure in choosing a rational – utility-maximizing – op-
tion) if the rational option in a decision problem with the improperly 
determined payoffs (i.e., determined under the influence of intrin-
sically irrational emotions) is the same as in an analogous decision 
problem with the properly determined payoffs (i.e., determined under 
the influence of intrinsically rational emotions). To make our distinc-
tion between properly and improperly determined payoffs clearer, we 
shall illustrate it with a game-theoretic example. Consider the follow-
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ing four games (in the tables below the underlined results are Nash 
equilibria in pure strategies):

Player 1/Player 2 C D 
C 6, 6 4, 6
D 3, 2 3, 2

Player 1/
Player 2

C D

C 6, 6 4, 6
D 3 + 6, 2 3 + 6, 2

The initial game is Game 1. In this game each player has two 
strategies: Cooperation (C) and Defection (D). In this game Player 
2 plays D and thereby elicits Player 1’s anger (because his choice 
can be seen as a manifestation of malice: by choosing D rather than 
C Player 2 does not increase his own payoffs but decreases Player 
1’s payoffs). Now, Player 1’s anger can be intrinsically rational or 
intrinsically irrational. Assume that intrinsically rational anger’s 
strength is 4 and that the anger manifests itself in increasing the 
value of playing D (and thereby causing a loss to Player 2) to an ‘an-
gry’ Player 1. In Game 2 the strength of this anger is 4, in Game 3 
it is 6, and in Game 4 it is 1. Thus, Player 1’a anger is intrinsically 
rational in Game 2 and intrinsically irrational in Game 3 and Game 
4. As we can see, Game 3 has the same Nash equilibria as Game 2; 
thus, intrinsically irrational emotions (in our example: anger) may 
generate the same results (i.e., the same combinations of strategies 
as Nash equilibria) as intrinsically rational emotions. But, of course, 
intrinsically irrational emotions may lead to different results than 
those generated by rational emotions (Game 4 has different Nash 
equilibria than Game 2).

Player 1/
Player 2

C D

C 6, 6 4, 6
D 3 + 1, 2 3 + 1, 2

Figure 3. Game 3 Figure 4. Game 4

Player 1/Player 2 C D 
C 6, 6 4, 6
D 3 + 4, 2 3 + 4, 2

Figure 1. Game 1 Figure 2.   Game 2
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(2) Decision-problems unrelated to a given intrinsically rational 
or irrational emotion. 

In such problems both intrinsically rational and intrinsically ir-
rational emotions always (trivially) satisfy Condition 1 of instru-
mental rationality (i.e., they do not modify at all the structure of 
payoffs of these decision problems). But these emotions may fail 
to satisfy Condition 2 because the psycho-physiological arousal 
caused by them may be an obstacle for choosing the utility-maxi-
mizing option.

The above analysis shows that intrinsically rational emotions may 
fail to be instrumentally rational (though, arguably, they usually are 
instrumentally rational), and that intrinsically irrational emotions may 
lead to rational decisions (even though they modify the structure of 
payoffs in an improper way).

At the end of this point, by way of digression, one may notice 
that Antonio Damasio’s famous ‘somatic markers hypothesis’ can be 
interpreted as providing a precise (though controversial) description 
of the way in which emotions affect the very mechanisms of deci-
sion-making (Damasio, 1994). According to Damasio, the basic role 
of emotions consists in eliminating the danger of overly long delib-
erations that may hinder making a choice. When choosing between 
any range of possible options, one cannot consider all those options 
and their consequences in detail but, in order to make a decision, one 
must eliminate some of these options a limine. This task, according 
to the ‘somatic markers hypothesis’, is realized by emotions: somatic 
markers – which are a sort of gut feelings – force our attention onto 
negative outcomes of available options and serve as warning signals 
that enable the brain to reject the options generating these outcomes 
and to choose only from among the remaining options. One can there-
fore say that emotions enhance the agent’s ability to take account of 
long-term consequences by acting as current cognitive signals. As is 
well known, Damasio’s hypothesis is based on his neurobiological 
research which has shown that patients who sustained injuries to the 
prefrontal and somatosensory cortices of the brain have a diminished 
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capacity to experience emotions and to make decisions. Damasio’s 
(controversial) interpretation of this research is that there is a causal 
link between the inability to experience emotions and the inability to 
make decisions. 

4. Adaptive rationality of emotions

The first claim made in point 1 says that types of emotions can be as-
sessed in terms of adaptive rationality, i.e., in terms of their fitness-
maximizing character in the ancestral environments in which they had 
emerged4. We shall now develop the notion of adaptive rationality of 
emotions at somewhat greater length. 

It bears emphasizing that adaptive rationality is in fact a special 
case of instrumental rationality. Let us recall a general definition of 
the instrumental rationality of emotions formulated in point 3: An 
agent’s emotion is instrumentally rational iff it affects the parame-
ters of choice in a rational way (Condition 1) and does not prevent 
the agent from choosing the option that maximizes her expected 
utility (Condition 2). Now we can formulate a variant of this defi-
nition which is relevant for the discussions about the evolutionary 
origins of emotions: A given type of emotion is evolutionarily in-
strumentally rational (i.e., adaptively rational) iff it tends to affect 
the parameters of choice and the very processes of decision mak-
ing in a way that had tended to lead to fitness-maximizing decisions 
in the ancestral environments. An interesting question that arises in 
the context of discussion of the adaptive rationality of emotions is 
whether there are any types of emotions that are not adaptations. It 
seems that even for types of emotions that feature among peccata 
capitalia (gula, lussuria, avaritia, invidia, ira, acedia, superbia), 
i.e., emotions that might seems especially immoral and/or irrational 

4  An in-depth discussion of the problem of the evolutionary origins of emotions can be 
found, for example, in LeDoux 1999.
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one can find a plausible evolutionary explanation (with the possible 
exception of acedia). In other words, it seems that for virtually all 
type of emotions one can find a plausible evolutionary justification, 
i.e., one can consider them to be adaptively rational. In the remain-
ing part of this point we would like to present two insightful hypoth-
eses regarding the evolutionary origins of a certain type of emotions 
(the so-called ‘moral emotions’).

According to the first hypothesis, moral emotions evolved be-
cause they were efficacious in implementing the Tit-for-Tat strategy 
in an iterated version of the Prisoner’s Dilemma (Trivers, 1971; 
Axelrod, 1981; Axelrod, 1984; Axelrod and Hamilton, 1981). Such 
emotions as gratitude, kindness, forgiveness, and anger can serve 
as proxies for the Tit-for-Tat strategy: agents who act on these emo-
tions act as if they played the Tit-for-Tat strategy. Therefore these 
emotions are especially effective in supporting the relationships of 
reciprocal altruism. According to the second hypothesis, moral emo-
tions evolved because they helped overcome impulse-control prob-
lems (i.e., the temptations to choose options serving our short-term 
rather than long-term interests) and commitment problems (i.e., 
problems arising “when it is in a person’s interest to make a bind-
ing commitment to behave in a way that will later seem contrary 
to self-interest (Frank 1988, p. 47)”) (Schelling, 1978; Hirshleifer, 
1987; Frank, 1988)5. As for impulse-control problems: moral emo-
tions help solve them by providing an agent with additional incen-
tives to choose options that serve her long-term self-interest; they 
therefore enhance the agent’s ability to take account of long-term 
consequences by acting as current motivational proxies. Let us pre-
sent this insight in a more precise way. In the case of an agent A with 
no moral emotions, at time t (the moment of making a choice), the 
expected utility of option x serving A’s short-term interest is greater 
than the expected utility of option y serving A’s long-term interest. 

5  It should be noticed, however, non-moral emotions are one of the main causes of 
impulsive, akratic behaviour.
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But in the case of an agent A with moral emotions, at time t (the 
moment of making a choice), the sum of expected utility of option x 
serving A’s short-term interest and disutility caused by moral emo-
tions activated by the choice of x is smaller than the expected utility 
of option y serving A’s long-term interest. Moral emotions can also 
provide an advantage in strategic interactions, i.e., they help solve 
commitment problems. For instance, a player’s reputation for being 
inclined to experience moral emotions (e.g., guilt, shame, moral in-
dignation) is likely to make her promises and threats credible and 
thereby to serve her long-term interests. Thus, for example, a play-
er’s A disposition to have the feelings of guilt if she plays non-co-
operatively is likely to make her promise to player P to play coop-
eratively credible and as a consequence is likely to induce P to play 
cooperatively in a game with A. Let us illustrate this last point with 
the game of agency. In this game there are two players: an agent and 
a principal. An agent can increase (by 500%) the amount of money 
possessed by the principal (say, 100 zlotys). An agent promises to 
the principal that he will give him back one-half of the increased 
sum (i.e., 250 zlotys). The principal may trust the agent (and give 
him the money) or not trust him (and not give him the money). As-
suming that agent is homo oeconomicus (and thereby is not prone 
to experiencing feelings of guilt) the result of the game (marked by 
a bold line and established by means of reasoning called in game-
theoretic parlance ‘backward induction) will be (100, 0): the prin-
cipal will not trust the agent’s promise. But if the agent is prone to 
feelings of guilt and the principal is aware of this fact, then the re-
sult of the game (marked by a dotted line and established by means 
of ‘backward induction’) will be (250, 250) (it is assumed that guilt 
generates costs to the agent which is equivalent to the loss of 300 
zlotys).
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Fig. 5. Game of agency

Thus, the result of the game with the agent prone to experience 
feelings of guilt is a Pareto-improvement on the result of the game 
in which the agent is homo oeconomicus.6 It is therefore in the mate-
rial interest of the agent to feel moral emotions, and thereby not to be 
homo oeconomicus, i.e., not to be narrowly focused on pursuing his 
material interest. 

5. Summary

In order to explicate the concept of the ‘rationality of emotions’ we 
have proposed a conceptual framework based on the following pairs 
of distinctions between various types of rationality: adaptive rational-
ity vs. adaptive irrationality; intrinsic irrationality vs. indeterminacy 
in respect of intrinsic rationality; intrinsic rationality vs. intrinsic ir-
rationality; and instrumental rationality vs. instrumental irrationality. 

6 To give another example: “…a person who is known to “dislike” an unfair bargain can 
credibly threaten to walk away from one, even when it is in her narrow interest to ac-
cept it. By virtue of being known to have this preference she becomes a more effective 
negotiator (Frank 1988, p. 5)”. 
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We have argued that adaptive rationality (irrationality) is a special 
case of instrumental rationality (irrationality). Our main conclusions 
can be summarized in two points. First, types of emotions can be as-
sessed by means of the following two pairs of distinctions: adaptive 
rationality vs. adaptive irrationality (though, we have suggested that it 
is difficult to provide an example of a type of emotion for which one 
could not construct a plausible evolutionary justification, i.e., which 
could not be plausibly viewed as adaptively rational), and intrinsic 
irrationality vs. indeterminacy in respect of intrinsic rationality. Sec-
ond, token emotions can be assessed in terms of the other two pairs 
of distinctions: intrinsic rationality vs. intrinsic irrationality; and in-
strumental rationality vs. instrumental irrationality.
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Morality, Law and Emotions

The goal of this essay is to question the existence of moral (and legal) 
emotions. I begin by outlining the theory of law and morals proposed 
by Leon Petrażycki at the beginning of the 20th century. Petrażycki 
saw emotions as central to our normative practices and attempted to 
define law and morality as two separate mental phenomena. After 
highlighting some of the weaknesses of his account, I present and 
criticize Jonathan Haidt’s view of moral emotions, one which posits 
the existence of four families of emotions that are the guardians of 
our moral practices. I suggest that Haidt’s conception is too limited, 
as it fails to recognize that our emotional mechanisms condition the 
existence of the entire culture, not only its morals. At the end of the 
essay, I argue for a broader conception, which sees emotions such as 
shame, guilt or anger as instrumental in any collaborative social in-
teraction.

	 1. Petrażycki’s legacy

Leon Petrażycki is considered one of the most eminent – if not the 
preeminent – Polish legal theorist, but also one of the first Polish 
psychologists. In a number of works written between 1899 and 1908 
(Petrażycki, 2002; Petrażycki, 1959; Petrażycki, 1960), he developed 
an intriguing theory of law and morality. More precisely, he set out to 
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lay new foundations for jurisprudence and claimed that this task re-
quires, first and foremost, an answer to the question of what is law. He 
observed that without such a definition any legal-philosophical and 
legal-theoretic considerations are carried out in a vacuum: “This is  
a principal and prejudicial issue, one which conditions the very pos-
sibility of the science of law” (Petrażycki, 1959, p. 41).

The answer to the question ‘what is law’ demands, according 
to Petrażycki, the application of an adequate method. The problem 
is, however, that the methodological tools Petrażycki used were out-
dated, if not anachronistic – even from the perspective of the philos-
ophy of science of the 19th century. Petrażycki claims that the goal of 
jurisprudence – understood as “a science in the correct sense of the 
word” (Petrażycki, 1959, p. 13) – is to look for the essence of law 
(Petrażycki, 1959, p. 39). In effect, one should try to construct a clas-
sical definition of law, i.e. a definition per genus et differentiam: “In 
order to divide the law scientifically into kinds and determine the dif-
ferences between them, one should know the genus of law (…). It is 
thus necessary to recognize to which higher, more general category 
of phenomena law belongs” (Petrażycki, 1959, pp. 31, 35). Here, in 
a nutshell, one can find all the ingredients of the Aristotelian view of 
science. It assumes, first of all, that in the world there exist essences; 
the aim of science is, thus, to capture those essences in definitions 
which serve to build a table of essential definitions (Porphyry’s tree), 
one that classifies all entities unequivocally. Petrażycki’s method pre-
supposes, then, a very strong metaphysical view. It also encapsulates a 
static conception of science. Both those features are inconsistent with 
the practice of contemporary science.

At the same time, it is noteworthy that some of Petrażycki’s 
claims open the door to a revision of the Aristotelian orthodoxy. He 
says, for example: “the foundation of scientific legal policy should be 
the examination of the causal features and mechanisms of law in gen-
eral, and of its different kinds and elements in particular” (Petrażycki, 
1959, p. 14). This passage indicates that jurisprudence should confine 
itself to the considerations of causal connections, while in the Aris-
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totelian tradition the teleological connections – particularly in rela-
tion to law and morality – play an eminent role. Moreover, Petrażycki 
also notes:

Especially in science, where each and every theory needs to overcome 
attempts at rejection and modification in order to be considered ac-
ceptable (…), where one has to do with a ‘struggle for life’ and only 
the fittest doctrines survive, one should expect that with the passage 
of time there should survive objectively sound theories (Petrażycki, 
1959, pp. 205–206).

Such a declaration fits well with the conceptions of Popper or 
Lakatos. This is evidence that Petrażycki had many original insights 
connected with the question of what is science. Unfortunately, he 
combined them with the anachronistic ideas of Aristotle and this 
led, in turn, to the development of an incoherent methodology. It 
would not be too devastating if the elements of the essentialist ideol-
ogy remained only at the surface level, but Petrażycki applied those  
methodological rules meticulously, making his theory of law – one 
conceived in original sin – an unacceptable one.

Jurisprudence for Petrażycki, together with other subjects in the 
humanities and the social sciences, needs a foundation which is to be 
found in a more basic science: psychology. Petrażycki was unhappy 
with the psychology of his time, in particular disagreeing with the 
Kantian heritage it accepted. Kant divided mental phenomena into 
three categories: sensations, feelings and will. Petrażycki considered 
this division incomplete, claiming that one should add to it a fourth 
category:

One should distinguish not three, but four basic forms of inner expe-
riences and four classes of mental elements: (1) emotions, i.e. im-
pulsions (two-sided mental experiences), 2) and 3) sensations and 
feelings (passive one-sided experiences), 4) processes of the will (one-
-sided active experiences) (Petrażycki, 2002, p. 14).
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He also provides the following description of the relationship be-
tween the four classes:

Precisely speaking, one should distinguish: (1) emotions, as a foun-
dation and the basic form of the (sensitive-impulsive) mental life; and 
(2) sensations, feelings and will, as the posterior products of the dif-
ferentiation of prior emotions (sensations and feelings as differentia-
ted ramifications of the sensitive side of emotions, and will – of their 
impulsive side) (…) (Petrażycki, 2002, p. 15).

This passage, underscoring the primacy of emotions in human mental 
life, is quite striking, given it was written in 1899 or 1900. 

Petrażycki claims that emotions are two-sided, sensitive (in the 
sense that they are generated by experiencing something) and im-
pulsive (in the sense that they have motivational force), while sen-
sations, feelings and will are one-sided – purely sensitive (passive) 
in the case of the former two, and exclusively impulsive (active) in 
the case of the latter. Petrażycki stresses further that the failure to 
see the existence and role of emotions had been the major reason be-
hind the futility of 19th century psychology: “mental life is two-sided, 
passive-active, sensitive-impulsive, (…) and as such cannot be ex-
plained in terms of uniquely passive or uniquely active ‘basic ele-
ments’” (Petrażycki, 2002, pp. 17–18).

Furthermore, Petrażycki provides us with a classification of emo-
tions. From our perspective, the most interesting are the ethical emo-
tions (emotions of duty), which “are experienced as an inner limita-
tion of freedom” (Petrażycki, 2002, p. 27). Ethical emotions could be 
further divided into moral and legal; the former are exclusively im-
perative (i.e., the actor feels she should do something), while the lat-
ter are imperative-attributive (the actor feels she should do something, 
but also accepts that someone else may expect her to do it). This dis-
tinction leads Petrażycki to his famous definition of law: “Law, as a 
separate class of real phenomena, should be understood as such men-
tal experiences whose emotions are of the attributive character (…). 
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All the other ethical experiences, i.e. experiences of exclusively im-
perative emotions, should be deemed moral phenomena” (Petrażycki, 
1960, pp. 72–73, 123). One would be mistaken, however, if they in-
sisted that Petrażycki identifies legal norms with certain emotions. In 
order to clarify this issue, one should distinguish between such no-
tions as emotion, representation, norm and duty.

Emotion, as noted above, is one of the four basic mental experi-
ences. People, according to Petrażycki, also have the power to imag-
ine certain situations or behaviour. Such an imagined representation 
– together with the emotion it causes – generates a motive for action. 
In On the motives for action and on the essence of morality and law 
Petrażycki says: “We are interested, especially, in one particular type 
of motivation, the one in which there is a connection of representa-
tions of various acts with very peculiar emotions, which we deem 
ethical emotions or emotions of duty” (Petrażycki, 2002, p. 25). For 
instance, if I imagined taking part in a fraud, “I would experience a 
mental state similar to that which I experience while considering eat-
ing a piece of rotten meat, touching a spider or a snake; in normal 
circumstances I would experience repulsive emotions” (Petrażycki, 
2002, p. 21).

Furthermore, one should distinguish between emotions, represen-
tations and motives on the one hand, and legal and moral norms and 
duties on the other. Petrażycki defines legal (moral) norms as the con-
tent of the ethical (moral or legal) convictions (Petrażycki, 2002, p. 
33). Thus, norms are not emotions or motives but they are of an intel-
lectual character. They may be described as specific representations 
or propositions, which can be grasped (contemplated). It is worth not-
ing that ‘representation’ (or ‘proposition’) serves as a primitive term 
in Petrażycki’s psychology, similar to the notion of idea in Hobbes, 
Descartes or Locke, or the notion of concept in Kant.

The notion of duty is defined in a similar way. Petrażycki says: 
“Duties are ideal projections, which originate in our minds. Such pro-
jections are connected to the described emotions and representations, 
and not to some things or phenomena in the outer world” (Petrażycki, 



324 Bartosz Brożek

2002, p. 34). It seems, therefore, that duties should also be called rep-
resentations or propositions, which are graspable by the human mind. 
One can find the confirmation of those conceptual distinctions in the 
following passages:

The explained difference of genus between one-sided imperative (mo-
ral) and two-sided duty-imposing (legal) norms and duties is based on 
the adequate genus differences among the emotional-intellectual com-
plex phenomena which are, as we demonstrated, the real base for ethi-
cal duties and norms (Petrażycki, 2002, p. 49).

The basic motivation, which consists in connecting representations of 
actions with the above characterized repulsive or impulsive emotions, 
we should deem ethical motivation and the corresponding principles 
of behaviour – ethical principles or norms (Petrażycki, 2002, p. 28).

Therefore, law and morality exist in the minds of people. Law 
cannot be identified with norms. It would be a mistake, however, to 
identify it with certain ethical emotions. When Petrażycki says that 
“law, as a separate class of real phenomena should be understood as 
such mental experiences whose emotions are of the attributive char-
acter”, he claims that law is a complex mental phenomenon, one that 
consists of adequate emotions, norms and duties.

Still, one more problem should be addressed: what is the relation-
ship between the law (in Petrażycki’s sense) and the provisions of le-
gal acts? Petrażycki’s reply is the following:

The representations of legal provisions or biblical commandments 
shall be deemed the representations of “normative facts”. Ethical con- 
victions, to which such representations belong, shall be called posi-
tive ethical convictions, and their contents – positive norms. Ethical 
convictions, which lack such representations of normative facts, are 
intuitive ethical convictions, and the corresponding norms – intuitive 
norms (Petrażycki, 2002, p. 33).
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The general mental mechanism proposed by Petrażycki appears 
as follows: people have the capacity to imagine certain situations, 
patterns of behaviour etc. There are a plethora of sources of such im-
agined representations: legal acts, the Bible, or any other ‘normative 
fact’, as well as one’s own intuition. Those representations cause the 
corresponding legal or moral emotion, and together they serve as mo-
tives for action. In light of the above, one may say that Petrażycki pre-
sents us with a peculiar ontology of law and morality. He believes that 
norms are certain representations or propositions and claims, more-
over, that law (or morality) cannot be identified with the set of legal 
(or moral) norms. Law (morality) consists of complex mental states, 
which include representations (propositions), and emotions, together 
generating motives for action.

Petrażycki’s insights were quite novel – if not unprecedented – at 
the turn of the 20th century. He clearly stressed the fundamental role 
of emotions in human (and, more generally, animal) mental life and 
opposed those who saw will as the major motivational force, replac-
ing it with the motive-generating power of emotions. Furthermore, 
his insistence on the role of sensitive-impulsive emotions in our legal 
and moral decision-making stands in marked contrast to previous at-
tempts at founding morality (and law) on the feelings of pleasure and 
displeasure. In fact, Petrażycki explicitly rejects such an approach, as 
when he says:

According to the received view, the motives of human action can al-
ways be traced back to pleasure or displeasure (…): it is the pursuit of 
pleasure and happiness, and the avoidance of suffering, that form the 
bedrock of all human behaviour (…) According to my view, our ac-
tions are never guided by those factors; their motives are always emo-
tions (…). Regarding the representation of pleasure resulting from 
some contemplated, possible action (…), it plays no role whatsoever 
in the motivational process, save when it causes an emotional impulse. 
(…) Only in those cases, when appulsive (attractive) emotions are ge-
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nerated, a drive towards pleasure exists. But even under such circum-
stances, the impulse for action is not the imagined hedonistic goal, 
but the appulsive (attractive) emotion (Petrażycki, 2002, pp. 17–19). 

Petrażycki’s dismissal of pleasure and displeasure as the driving 
forces behind human action has been confirmed by the subsequent 
developments in psychology and, later, in cognitive science. It does 
not mean, however, that Petrażycki’s theory does not face serious ob-
jections. First, he uses an anachronistic methodology (Aristotle’s es-
sentialism), which carries with it serious metaphysical baggage. By 
accepting it, Petrażycki is forced to look for the essence of law (mo-
rality), an ephemeral entity that is nowhere to be found. Moreover, 
misled by Aristotelianism, Petrażycki looks for a foundational answer 
to the question ‘what is law’ (morality). This foundationalism has two 
faces: firstly, it requires us to look for a science that is more basic than 
jurisprudence (moral science); secondly, it launches a search for some 
basic phenomena which, taken together, ‘produce’ law (morality).

But Petrażycki’s account of law and morality is troublesome also 
regarding more specific problems. A case in point is his claim that 
among ‘ethical’ emotions one can sharply distinguish moral and legal 
ones: the former are imperative, while the latter – imperative-attrib-
utive. In this way, one can identify the proper subject-matter of both 
disciplines – law and morality – and it turns out that the domains in 
question are disjointed: the legal and moral sciences deal with differ-
ent phenomena. This stance is problematic for a number of reasons. 
First, law and morality clearly overlap, as many moral rules are at the 
same time legal rules. Second, there exist seemingly imperative-at-
tributive emotions (such as gratitude or guilt), which are highly rel-
evant for morality. Third, it is not always clear whether a given emo-
tion is merely imperative, or imperative-attributive. Let us consider 
sympathy: there are cases in which we sympathize with someone, 
who – say – has had bad luck in his life, but we do not feel that there 
is some action they are entitled to expect of us; however, there are 
also situations – such as when we witness a car accident – in which 
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our sympathy leads to the belief that the injured person may rightly 
expect some action from us. This shows that the distinction between 
merely imperative and imperative-attributive emotions is not a sharp 
one. Fourth and finally, the very definition of ethical (legal and moral) 
emotions is troublesome. It suggests that both moral and legal emo-
tions are experienced as “inner limitations of freedom”, which lead 
to the recognition that one should do something. This is problematic, 
since the emotions in question are defined with the use of a normative 
concept (“should”), which prima facie belongs to some other cogni-
tive niveau. It is as if Petrażycki moved too easily from facts (the ex-
perience of a certain emotion) to norms. 

Altogether, both his definition of ethical emotions, as well as the 
criterion for distinguishing moral and legal emotions, seem unaccep-
table. It does not mean, however, that the idea of identifying a clus-
ter of emotions ‘responsible’ for our moral life is ill-stated. Indeed, 
the category of moral emotions is a subject of debate in contempo-
rary psychology; in what follows, I will present and criticize one of 
the more important contributions to the debate.

2. Are there moral emotions?

In his seminal paper “The Moral Emotions” (Haidt, 2003a), Jonathan 
Haidt makes an attempt to identify a class of emotions which are the 
key to understanding human moral behaviour. He begins with a his-
torical note, recalling that neither classical philosophy nor psychology 
considered emotions as central to morality; it was only the ‘affective 
revolution’ of the 1980s and 1990s that placed emotions among the 
building-blocks of human moral life1. 

The key question Haidt tries to answer is whether it is possible 
to precisely define moral emotions. He adopts a preliminary defini-
tion, according to which moral emotions are those “that are linked to 

1  Which is not fully accurate, given Petrażycki's conception described above.
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the interests or welfare either of society as a whole or at least of per-
sons other than the judge or agent” (Haidt, 2003a, p. 853). To provide 
a more precise characterisation, he claims that there are several fea-
tures of each and every emotion: an eliciting element, facial expres-
sion, physiological change, phenomenological experience, and moti-
vation (action tendency). One can distinguish moral from other kinds 
of emotions by examining two features: (1) moral emotions have dis-
interested elicitors (i.e., they are brought about by situations which 
do not affect self-interest, as when one sees a photograph of suffering 
people); and (2) are connected to pro-social action tendencies (i.e., 
they are likely to lead to actions which benefit others, not oneself). 

Haidt realizes that there are no emotions which, always and un-
der any circumstances, can be characterized by disinterested elici-
tors and pro-social action tendencies. For example, anger – which 
may be triggered by seeing someone being beaten and lead us to help 
them, and so constitute a prototype of a moral emotion – may also 
be a result of sexual frustration and generate no pro-social behav-
iour. More generally, Haidt believes that ‘prototypical’ instantiations 
of various emotions can be placed on a diagram, in which the x-axis 
represents the degree of the disinterestedness of elicitors, while the 
y-axis – the level of pro-sociality of the action tendencies associated 
with the given emotion (see Fig. 1). The emotions placed near the up-

Figure 1. Disinterestedness of Elicitors
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per-right corner of the diagram (anger, elevation, guilt, compassion, 
shame, embarrassment, disgust, gratitude, contempt) are character-
ized by a high degree of disinterestedness and a high level of pro-so-
ciality, and hence may be deemed moral emotions; those placed near 
the lower-left corner (sadness, happiness, fear, pride, Schadenfreude) 
are non-moral emotions.

Next, Haidt suggests dividing moral emotions into four families. 
The two large families are the ‘other-condemning’ emotions (con-
tempt, anger, disgust) and the ‘self-conscious’ emotions (shame, em-
barrassment, guilt). The two small families are the ‘other-suffering’ 
emotions (compassion) and the ‘other-praising’ emotions (gratitude, 
elevation). Further, Haidt stresses three aspects of moral emotions. 
First, they all have simpler, but non-moral forms, which are present 
in other animals and our evolutionary ancestors. Second, all the men-
tioned emotions are panhuman, but there exist cultural differences in 
how they are shaped. For example, it is assumed that most Asian cul-
tures do not distinguish between shame and embarrassment. Third, 
Haidt’s classification shows that there is more to morality than altru-
ism and niceness; indeed, our moral experience would be impossible 
without ‘the guardians of morality’ (contempt, anger, disgust) or ‘the 
guardians of moral self’ (shame, embarrassment, guilt).

It is interesting to compare Haidt’s approach with Petrażycki’s. 
Given the hundred year distance between the two theories, the simi-
larities between them are striking. In particular, both Petrażycki and 
Haidt underline the special role of emotions as the driving force be-
hind our moral life, although – of course – the details of their accounts 
are different. Unlike Petrażycki, Haidt does not claim that moral emo-
tions can be sharply defined: it is rather a matter-of-degree distinc-
tion. Moreover, Haidt stresses that some instantiations of typically 
moral emotions may have neither disinterested elicitors nor pro-so-
cial action tendencies. These differences notwithstanding, both theo-
ries point to the emotional roots of morality, thus placing themselves 
on the same side of the barricade in the controversy over the role of 
reason and emotions in moral decision-making.
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In this context, Haidt offers his account of moral judgement. In 
his famous essay “The Emotional Dog And Its Rational Tail” (Haidt, 
2001), he argues that one should reject the rationalistic paradigm 
in moral psychology, i.e. an approach “that moral knowledge and 
moral judgement are reached primarily by a process of reasoning 
and reflection” (Haidt, 2001). Instead, he proposes the Social Intu-
itionist Model, based on the thesis that moral judgement is a result 
of a quick moral intuition, which is sometimes – albeit not always 
– followed by relatively slower ex post reasoning. Haidt explains 
that by ‘moral judgement’ he understands “evaluations (good ver-
sus bad) of the actions or character of a person that are made with 
respect to a set of virtues held by a culture or subculture to be ob-
ligatory” (Haidt, 2001). ‘Moral reasoning’, on the other hand, is “a 
conscious mental activity that consists of transforming given infor-
mation about people in order to reach a moral judgement” (Haidt, 
2001). Finally, moral intuition constitutes “the sudden appearance in 
consciousness of a moral judgement, including an affective valence 
(good-bad, like-dislike), without any conscious awareness of having 
gone through steps of search, weighing evidence, or inferring a con-
clusion” (Haidt, 2001).

Haidt’s model is composed of six theses (Haidt, 2001). First, he 
claims that moral judgement always appears in consciousness in an 
automatic, effortless way, as a result of the workings of moral intu-
ition. Second, he believes that moral reasoning is a process tied up 
with effort and takes place usually after the decision has been reached, 
supporting it only ex post. Third, the goal of the ex post arguments and 
communicating them is to justify intuitive moral judgements to oth-
ers. Fourth, moral judgements uttered by others (in particular: family 
members, acquaintances or friends) exercise a significant influence on 
moral decision-making. Fifth, Haidt admits that it may occasionally 
transpire that moral reasoning leads to a moral judgement; however, 
it is possible only in situations, in which the initial intuition is weak, 
and the circumstances allow for the carrying out of time- and energy-
consuming reasoning processes. Sixth, and finally, during the reason-
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ing process a new intuition may be activated, one incompatible with 
the initial intuition.

Haitd cites a number of neuroscientific, psychological and prima-
tological findings which support his model. In particular, he highlights 
the role of somatic markers. The somatic marker hypothesis, formu-
lated by Antonio Damasio, posits that in a normally functioning brain, 
when a complex decision process must be undertaken, somatic states 
are activated which ‘categorize’ possible courses of action as good or 
bad (Damasio et al., 1991). Importantly, the responses provided by the 
somatic markers are learned through experience, lead to quick, uncon-
scious, but quite accurate intuitive decisions and do not preclude the use 
of reasoning to decide in the given situation; rather, their output pre-
cedes any conscious deliberations (Damasio et al., 1991).

Damasio’s hypothesis constitutes a perfect complement to Haidt’s 
claim that moral intuition is a result of the functioning of an auto-
matic, unconscious set of ‘moral concepts’. On the one hand, any so-
matic marker is a mechanism based on emotional responses. The pro-
cess of the unconscious categorization of behaviour as good or bad 
is connected to the functioning of the ventromedial prefrontal cortex, 
which mediates between the regions of brain responsible for emo-
tional processing and the areas that control action. This explains why 
damage to the ventromedial prefrontal cortex results in patients whose 
emotional states have ceased to play a role in influencing their behav-
iour (Damasio et al., 1991). On the other hand, ‘moral concepts’ are 
formed in the course of social interactions. According to Haidt, the 
development of moral intuition is tied up with a number of processes 
(Haidt, 2001). In this context, a special role is played by the uncon-
scious mechanism of cultural transmission. Numerous experiments 
and observations suggest that only a relatively small part of our cul-
tural knowledge is learned consciously – children acquire it mainly 
through the imitation of the behaviour of older children and adults. 
Haidt points out that the recent findings regarding the neural foun-
dations of intuition underscore the importance of practice and repe-
tition for the proper training of cultural intuitions. He claims further 
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that the process of social learning depends on the activity of the ba-
sal ganglia’s circuits, which are also instrumental to motor learning: 
because of that many social skills are rapid and automatic, just like 
well-learned motor sequences are. Social skills and judgement pro-
cesses, learned in a gradual and implicit way, are experienced in the 
consciousness as arising from nowhere (Haidt, 2001). “The implica-
tion of these findings for moral psychology is that moral intuitions are 
developed and shaped as children behave, imitate, and otherwise take 
part in the practices and custom complexes of their culture. Participa-
tion in custom complexes in this way provides a cultural ‘front end’ 
for Damasio’s somatic marker hypothesis, and for Lakoff’s embod-
ied cognition. Even though people in all cultures have more or less 
the same bodies, they have different embodiments, and therefore end 
up with different minds” (Haidt, 2001, p. 835). 

Haidt’s theory has been the subject of many critiques. For instance, 
it has been pointed out that quick and automatic moral intuitions are 
usually ‘educated’ by prior reasoning; in addition, in cases of genuine 
moral dilemmas people tend to rely on deep reflection (Pizarro and 
Bloom, 2003). It has also been observed that although the processes 
leading to the formation of a moral judgement are usually irrational, 
it does not necessarily mean that one should consider the judgement 
itself irrational, as it may be subject to discussion (Levy, 2006). Fi-
nally, it has been claimed that people make deliberative corrections to 
their moral judgements more often than Haidt seems to suggest (Fine, 
2006). Irrespective of whether those critical remarks are sound (Haidt, 
2003b), there is little doubt that a significant part of our morally rel-
evant actions are automatic, and only rationalized ex post. Moreover, 
they are not ‘innate’ reactions, as although they are certainly based 
on some biologically determined tendencies, in most cases they are 
learned, repeated patterns of conduct. 

However, exactly this aspect of Haidt’s theory underscores an im-
portant weakness of his approach. The role of emotions which Haidt 
calls ‘moral’ (i.e. those which are characterized by disinterested elic-
itors and pro-social action tendencies) is not limited to providing a 
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foundation for our moral behaviour; rather, the emotions in question 
are important in all social interactions, and as such are instrumental 
in bringing about the entire culture, not only its moral dimension. In 
order to substantiate this thesis, let us inspect in detail the evolution-
ary scenario recently proposed by Michael Tomasello.

	 3. Emotions and cultural transmission

Michael Tomasello, in his two books, The Cultural Origins of Hu-
man Cognition (Tomasello, 1999) and Why We Cooperate (Toma-
sello, 2009), sketches an evolutionary scenario in which the ability 
to imitate plays a pivotal role in the creation and preservation of cul-
ture. He begins with an observation that the genetic difference be-
tween the human species and other animals is not so significant (ap-
prox. 1–1,2%). This constitutes an argument for the thesis that the 
biological adaptation enabling the flourishing of human culture must 
be relatively ‘small’. In other words, Tomasello claims that it is im-
possible to account for the development of various aspects of culture 
(language, morality, science, etc.) by recourse to a large number of 
biological adaptations. In particular, he believes that  

the 6 million years that separates human beings from other great apes 
is a very short time evolutionarily, with modern humans and chimpan-
zees sharing something on the order of 99 percent of their genetic ma-
terial – the same degree of relatedness as that of other sister genera 
such as lions and tigers, horses and zebras, and rats and mice. Our pro-
blem is thus one of time. The fact is, there simply has not been eno-
ugh time for normal processes of biological evolution involving gene-
tic variation and natural selection to have created, one by one, each of 
the cognitive skills necessary for modern humans to invent and main-
tain complex tool-use industries and technologies, complex forms of 
symbolic communication and representation, and complex social or-
ganizations and institutions (Tomasello, 1999, p. 2).
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Tomasello claims that “there is only one possible solution to this 
puzzle. That is, there is only one known biological mechanism that 
could bring about these kinds of changes in behaviour and cognition 
in so short a time (…). This biological mechanism is social or cul-
tural transmission, which works on time scales many orders of mag-
nitude faster than those of organic evolution” (Tomasello, 1999, p. 4). 
This, in turn, is made possible by three forms of learning: imitative, 
instructed and collaborative. This observation suggests that the abil-
ity to imitate is one of the most crucial adaptations in the evolution-
ary history of humankind. However, the mere ability to imitate is not 
sufficient to account for the enormous cultural advantage of humans 
over other species, since the imitation skills of apes and monkeys are 
also considerable. The question, therefore, is where does the human 
tendency to imitate come from.

Tomasello’s answer singles out the ability to cooperate. In Why 
We Cooperate he addresses the problem of the human capacity to act 
together, and stresses that our cooperation has two peculiar features: 
it leads to cumulative cultural evolution and is connected with the 
tendency to imitate others within our social group, to ‘be like them’:

To an unprecedented degree, homo sapiens are adapted for acting and 
thinking cooperatively in cultural groups, and indeed all of humans’ 
most impressive cognitive achievements – from complex technologies 
to linguistic and mathematical symbols to intricate social institutions 
– are the products not of individuals acting alone, but of individuals 
interacting (Tomasello, 2009, pp. XV–XVI).

Tomasello’s analysis is carried out in two stages. Firstly, he consid-
ers our tendency for altruistic behaviour, and asks whether it emerges 
spontaneously (and so has purely biological foundations), or rather 
the development of altruistic propensities is reinforced by culture. He 
stresses that altruism is not a single adaptation, but rather a bundle of 
adaptations, in particular in such areas of human activity as helping oth-
ers, sharing with them and informing them (Tomasello, 2009).
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According to Tomasello, the fact that people tend to help each 
other is deeply rooted in our biology. The innate character of help-
ing is backed by five arguments. Firstly, the tendency to help emerges 
early (14-18 months) in ontogeny. Secondly, many experiments in 
developmental psychology clearly show that the system of parental 
punishments and rewards does not strengthen, but rather weakens the 
willingness to help. For example: in the experiments of Tomasello and 
Warnecke, children who had been rewarded for helping others were 
less eager to do so in the second stage of the experiment than children 
who had not been rewarded during the initial stage. Thirdly, helping 
others is not a uniquely human trait: chimpanzees are also inclined 
to help, although to a lesser degree than humans. Fourthly, children 
raised in traditional cultures, with little contact with adults, have a 
similar tendency to help as children raised in the Western culture. This 
observation leads to the thesis that the form of culture, and in partic-
ular the scope and intensity of parental care, does not influence the 
tendency to help. Fifthly, helping is strictly connected to biologically 
conditioned empathic abilities. Thus, it seems that the tendency and 
willingness to help others, already present in small children, does not 
depend on culture so much as on our genetic underpinning2.

Humans, in contrast to other primates, are also altruistic in regard 
to sharing with others and informing them. Primatologists agree, for in-
stance, that apes are not given to sharing food, while even small chil-
dren do so regularly. Children are also ready to share information in or-
der to help others to complete a task (e.g., they say where an object was 
hidden which an adult is looking for). Importantly, this ability does not 
depend on acquiring linguistic skills – even nine-month-old children 
help in this way, while other primates do not. In particular, it is argued 
that alarm calls – e.g. in the presence of a predator – do not serve as  
a warning to others as such calls are made even in situations when other 
members of the group spot the danger (Tomasello, 2009). 

2  A different opinion is defended by C.S. Dwecke in a comment in Tomasello, 2009, 
pp. 125–136.
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Tomasello claims that the three above described forms of altru-
ism are inscribed into our biological constitution. They are a default 
program with which we are born3. It does not mean, of course, that 
toddlers are pure altruists: in many contexts they behave egoistically. 
However, in comparison with other primates, human innate altru-
ism is extensive and non-discriminatory: children have the tendency 
to help, inform and share with anyone, irrespective of whether they 
know the person or not. This is the case up to the point when they 
reach their third year, when they begin to display reciprocal altruism, 
as well as being influenced by social norms (Tomasello, 2009).

Tomasello underscores that the ability to be guided by norms is 
typically human. In this context he recalls the famous experiment 
with capuchin monkeys which was interpreted as showing that the 
monkeys possess a kind of primitive sense of fairness. In the experi-
ment, a monkey was given cucumber, which she accepted. However, 
when another monkey was simultaneously offered grapes (a food pre-
ferred by the capuchins), the first monkey rejected the cucumber. It 
was speculated that the reason for this behaviour is that the mon-
key considered such food distribution ‘unfair’. However, Tomasello 
claims that there is no social comparison at work here. Experiments 
carried out at several laboratories confirmed that both capuchins and 
chimpanzees reject cucumber only because the presence of the pre-
ferred food (grapes) makes the cucumber far less attractive (even if 
no other monkeys are present). Similar conclusions are warranted by 
another experiment of Tomasello’s, in which a version of the ultima-
tum game for chimpanzees was designed. The rules of the game are 
simple: two players are given a certain sum, say $100. The task of one 
of the players is to propose a division of the sum between both, while 
the other may accept or reject it. If accepted, the players receive their 
shares according to the proposed division; if the proposal is rejected, 
they receive nothing. Experiments show that humans do not act in a 

3  In a comment, Dwecke claims that the scope of altruistic behaviour in children de-
pends on social interactions to a much higher degree than suggested by Tomasello.
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purely rational way in the ultimatum game setting: they are prone to 
accept only such divisions which seem ‘fair’ (75–25% at worst), when 
any division which gives the second player some money (even 1%) 
should rationally be accepted. It turns out that apes – under analogous 
conditions – behave much more rationally, accepting also the ‘unfair’ 
distributions (Tomasello, 2009). 

Tomasello claims further that humans, already at the age of 3–4, 
follow two kinds of norms: the norms of cooperation and the norms of 
conformity. The first type includes, but is not limited to, moral norms; 
these are all the rules strengthening and coordinating the collaborative 
activities. The second type – the norms of conformity – do not influ-
ence cooperation directly, but they constitute ‘social identity’; a norm 
of this sort is, for example, the pure conventional rule calling for the 
hanging of coats on a rack:

Importantly, children do not just follow norms as they encounter them, 
but in new situations they actively seek out what they are supposed 
to do – what the social norms and rules are in the situation – so that 
they can behave accordingly. On their first day in a new classroom, 
for example, children want to know what they are supposed to do with 
their coats. When they learn that we hang our coats on the rack before 
sitting down at our desks each morning, they understand this as the 
way ‘things are done’ here, and they want to do it this way too (To-
masello, 2009, p. 35).

According to classical Piagetan theory, there are two reasons for 
children following various types of social norms: the authority of 
adults and the reciprocity in relation with coequals. Tomasello ac-
knowledges the role of those factors, but observes that experiments 
also point to other sources of rule-complying behaviour. In particu-
lar, even very young children (3-4 years-old) actively participate in 
the process of enforcing norms (e.g., within the framework of vari-
ous games organized by adults). Tomasello believes that in order to 
explain this fact one needs to postulate that already small children 
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have the capacity for shared intentionality, i.e. they adopt the group-
perspective (we are doing something), and not the individual per-
spective (I am doing something) (Tomasello, 2009). It is the group-
perspective, in addition to authority and reciprocity, that enables the 
full development of human altruistic tendencies. The development 
is strengthened by emotions of guilt and shame, characteristic of hu-
mans, which ‘presuppose’ some kind of social norms or, at least, so-
cial judgement. To sum up:

The development of altruistic tendencies in young children is clearly 
shaped by socialization. They arrive at the process with a predisposi-
tion for helpfulness and cooperation. But then they learn to be selec-
tive about whom to help, inform, and share with, and they also learn to 
manage the impression they make on others – their public reputation 
and self – as a way of influencing the actions of those others toward 
themselves. In addition, they learn the social norms that characterize 
the cultural world in which they live, and they actively attempt to le-
arn what these are and to follow them. They even begin to participate 
in the enforcement process by reminding others of the norms (…) and 
punishing themselves through guilt and shame when they do not live 
up to them. All of this reflects not only humans’ special sensitivity to 
social pressure of various kinds, but also a kind of group identity and 
social rationality that is inherent in all activities involving a shared, 
‘we’ intentionality (Tomasello, 2009, pp. 43–44).

Having presented the form of human altruistic behaviour, Toma-
sello inquires as to its sources. He puts forward a controversial the-
sis that altruism is only a manifestation of our tendency to cooperate, 
which results from a more basic biological adaptation: mutualism (To-
masello, 2009). He observes that cooperation among apes is usually 
based on kinship or reciprocity. The evolutionary passage from these 
two forms of behaviour to human cooperative capacities was condi-
tioned by three processes: the development of social cognition and 
motivational mechanisms, enabling the coordination of cooperative 
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activities and complex communication; the increase of tolerance and 
trust in relation to others, primarily in the context of acquiring food; 
and the development of group institutional practices, based on social 
norms4 (Tomasello, 2009).

As stressed by Tomasello, children become capable of cooper-
ative activities, which crucially depend on the ability to react to the 
actions of others, quite quickly and form joint goals and divide roles 
within a common undertaking. The experiments show that very young 
children (14-20-months-old) begin to understand the joint goal of an 
activity; for instance, when an adult, with no apparent reason, with-
draws from a game, they try to persuade them to rejoin the play. To-
masello speculates that this ability constitutes the first step towards 
the emergence of joint attention, common knowledge, intersubjec-
tivity, the ability of complex communication, etc. “Human coopera-
tive communication thus evolved first within the bounds of collabo-
rative activities because these activities provided the needed common 
ground for establishing joint topics, and because they generated the 
cooperative motives” (Tomasello, 2009, p. 73). Tomasello believes, 
further, that the key role in this process was played by joint efforts in 
gathering food (Tomasello, 2009).

Mutualism also requires an appropriate attitude towards others: 
tolerance and trust. Tomasello underscores the fact that animals dis-
play neither of them, as clearly illustrated with food-sharing. Experi-
ments and observations show that animals, even if hunting together, 
do not share the prey in a ‘fair’ manner. For example, chimpanzees 
engage in hunts for red colobus monkeys. Usually, it is the chimpan-
zee who makes the kill that becomes the ‘possessor’ of meat; how-
ever, the second biggest share does not go to the chimpanzees that 
helped most, but to those that beg and harass the possessor most. 
Humans tend to be much ‘fairer’ when it comes to sharing food. For 
example: in an experiment in which one of a group of children was 

4  J. Silk claims that altruism is prior to mutualism; see her comment in Tomasello, 
2009., pp. 111–124.
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given all of the sweets, the protests of the others led to a fairer share 
(Tomasello, 2009). Thus, one may say that evolution has equipped 
humans with unique emotional and motivational mechanisms which 
promote tolerance and trust. There exist various evolutionary scenar-
ios pertaining to the emergence of those emotions and motivations. 
According to one conception, tolerance and trust have been selected 
because of the advantage they give in the context of gathering food 
(those individuals that were able to hunt together and exercise the fair 
sharing of food had an evolutionary advantage over more egotistical 
individuals). A competing theory has it that it was due to the egalitar-
ian character of human hunter-gatherer groups that more aggressive 
and egotistical individuals were ostracized, and hence their survival 
chances diminished. Yet another factor that could have contributed to 
the development of tolerance and trust was the fact of human coop-
erative childcare, as it is quite surprising that when in other species it 
is the mother that is almost uniquely responsible for childcare, in hu-
man societies her share is around 50% (Tomasello, 2009). Irrespec-
tive of which of those scenarios is the most persuasive, 

the important point is simply that there was some initial step in human 
evolution away from great apes, involving the emotional and motiva-
tional side of experience, that propelled humans into a new adaptive 
space in which complex skills and motivations for collaborative ac-
tivities and shared intentionality could be selected (Tomasello, 2009, 
p. 85).

Finally, mutualism manifests itself in various human practices 
based on social norms. As I remarked above, Tomasello distinguishes 
between norms of cooperation and of conformity. He speculates that 
the norms of cooperation evolved within the context of mutually ben-
eficial behaviour. However, mere mutual benefit does not seem to be 
sufficient to ground general or context-independent norms of coop-
eration. To this end, an understanding of the roles in joint activities 
is necessary, which in turn requires the ability to perceive the situa-
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tion from a common perspective (we-intentionality) and to form joint 
goals. The norms of conformity, in turn, must have evolved under the 
pressure to conform with the group and, in particular, through the im-
itation of the behaviour of others. Such norms are constitutive of in-
tra-group homogeneity and enable cultural evolution. Tomasello also 
underscores the essential role of the ability for symbolic communica-
tion (language) in the process of the emergence of both the norms of 
cooperation and of conformity5 (Tomasello, 2009).

In sum, Tomasello sketches an intriguing picture of the devel-
opment of culture, one which is conditioned by human mutualism. 
Mutualism requires specific motivational mechanisms, and so Toma-
sello emphasises its emotional aspect: in order ‘to do things together’ 
one needs special motivation, which is generated by such emotions 
as shame or guilt. In other words, Haidt’s moral emotions turn out 
to be not only ‘guardians of morality’, but, more generally, ‘guard-
ians of culture’. Shame, guilt, embarrassment and gratitude, as well 
as contempt, anger and distrust play an eminent role in cementing so-
cial identity: the former motivate us to conform to social norms and 
mimic others, the latter lead to punishing those who are rule-viola-
tors. Importantly, the norms in question are not exclusively moral – 
they are all kinds of norms constituting culture. Thus, ultimately, the 
emotions identified by Haidt are as moral as they are mathematical. 
Of course, their indispensability is more clearly visible in the context 
of moral judgement; however, without them, there would be no lan-
guage, physics or mathematics.

	 4. Against ‘emotional foundationalism’

The above considerations may serve as a background for rethinking 
the relationship between emotions and morality (or law). The existing 

5  A different opinion is expressed by E.S. Spelke in her comment in Tomasello, 2009,  
pp. 159–173.
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accounts of moral emotions are foundational. For instance, Petrażycki 
believed that there exist ontologically separate classes or moral and 
legal emotions. Only by identifying them may one find oneself in a 
position to define morality and law in a methodologically correct way. 
To put it differently: Petrażycki claimed that moral (and legal) emo-
tions constitute the foundations for the practice of morality (and law). 
This foundational structure should be mimicked by our theories of 
morality and law, which are to be embedded in our knowledge con-
cerning the relevant psychological mechanisms: it is psychology that 
provides the foundations for moral and legal sciences.

Haidt’s approach is also foundational, although the foundations in 
question are not as sharply defined as in the case of Petrażycki’s theory. 
Haidt points out that one can identify moral emotions through their 
characteristic features (disinterested elicitors, pro-social action tenden-
cies), but underlines that only paradigmatic instantiations of relevant 
emotions do indeed have those features. It does not change the fact that 
it is the emotional mechanism that constitutes the bedrock of our moral 
practices. It is clearly visible once one considers Haidt’s conception of 
moral judgement, in which intuitive, emotionally-conditioned, uncon-
scious decisions are the backbone of morality. This leads Haidt to play 
down the role of reasoning in our moral behaviour.

In all fairness, Haidt’s account is not purely foundational. He 
stresses that moral emotions are – to a certain extent – ‘informed’ by 
culture (e.g., in East Asian societies there is no strict distinction be-
tween shame and embarrassment). This coincides with his claim that 
our ‘intuitive’, unconscious moral decisions are largely trained: they 
are ‘applications’ of socially shared patterns of conduct. Thus, mo-
rality is not exclusively a result of the functioning of our emotional 
selves, as culture plays an active role in shaping our moral practices. 
However, on this view, emotions remain the foundation of moral ac-
tion – they are like a musical score that may be played in various 
ways, depending on some particular cultural constraints; they are the 
‘moral invariance’ between different cultures, explaining why there 
are so many panhuman moral traits. 
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I posit that this is not the only way of looking at things. Let us 
consider the problem of distinguishing between moral and conven-
tional rules. Experimental research pertaining to this issue dates back 
to the 1970s, when Elliot Turiel carried out a series of experiments in 
the hope of answering the question of whether the distinction is purely 
conceptual, or if it has some biological underpinning (Turiel, 1983). 
He proposed characterizing moral rules as:
•	 having an objective prescriptive force, i.e. being independent of 

the authority of a person or an institution;
•	 holding universally, i.e. being applicable at any place and time;
•	 their violations typically involve a victim who has been harmed, 

whose rights have been violated, or who has been subject to an 
injustice;

•	 their violations are typically more serious than violations of con-
ventional rules.

Conventional rules, on the other hand, are:
•	 arbitrary, i.e. they depend on some authority;
•	 often local, i.e. they are ‘binding’ only at a particular time and 

place;
•	 their violations do not involve a victim who has been harmed;
•	 their violations are typically less serious than violations of moral 

rules.
These assumed differences between moral and conventional rules 

provided the theoretical background for developing questionnaires, 
where – after presenting a scenario – the following questions were 
posed: (a) in the described circumstances, has any rule been violated? 
(b) was the violation of the rule wrong (and to what degree)?; (c) does 
the violated rule hold universally?; and (d) is the rule justified by the 
willingness to avoid harm, violation of rights or the requirements of 
justice? The results obtained by Turiel show that, indeed, people re-
act in different ways to the violations of moral and conventional rules. 
Thus, one can speak of two different signature pattern responses: the 
violated rules are either considered universally binding, independent 
of authority, and protecting from harm; or local, dependent on au-
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thority and having nothing to do with the requirements of justice. In-
terestingly, Turiel noted that the distinction is manifested in the be-
haviour of 3.5-4-year-old children, but not in that of psychopaths. 
Thus, he concluded that distinguishing between moral and conven-
tional rules is pancultural in character and develops early in ontogeny. 
Turiel claimed that it is a result of early cultural training, but others 
have suggested it has genetic sources, i.e., is innate.

In the past 20 years, a number of experiments have raised some 
doubts concerning Turiel’s research. For instance, Haidt showed that 
in the USA and Brazil, the violations of some rules which are clearly 
conventional, as they are connected to no harm, are treated as seri-
ous offences (e.g., the use of the national flag to clean the toilet in the 
privacy of one’s home) (Haidt et al., 1993). Similar observations are 
reported by Nisan, who shows that in Arabic countries addressing 
teachers by their first names is considered a violation of moral norms 
(Nisan, 1987). Thus, it seems that under specific circumstances viola-
tions of rules which are connected to no harm may be treated as seri-
ous. On the other hand, other experiments have shown that there are 
actions causing harm to others, but regarded as violations of rules, 
which depend on authority and are only locally binding (Kelly et al., 
2007). Therefore, there is strong evidence that the distinction between 
moral and conventional rules is not a sharp one, let alone innate.

There are two interpretations of these observations vis a vis the 
debate over the existence of moral emotions. The first, which I hazard 
would be Haidt’s opinion, is that our morality is based on emotions, 
but culture may modify some of our behavioural responses (e.g., giv-
ing rise to ‘moral response’ to the violation of a purely conventional 
rule, which bans speaking to teachers on a first-name basis). This re-
mains a foundational view of the role of emotions in morality, pos-
iting the existence of an emotional core of moral behaviour, only al-
tered by cultural training.

The second interpretation would be that emotions and culture are 
so intertwined that there is no emotional core of morality; rather, emo-
tions play an eminent role in the development of culture tout court, 
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and our cultural tools, such as language, morality or conventions, de-
cisively influence our perception of emotions and the way they op-
erate. On this view, the distinction between conventional and moral 
rules may be rendered in various ways, depending on the cultural con-
text. Similarly, the classification of emotions may differ from culture 
to culture. Haidt stresses that all of his ‘moral emotions’ have simpler, 
non-moral evolutionary predecessors. For instance, he cites Fessler’s 
work on shame, in which two forms of the emotion are distinguished: 
a phylogenetically earlier and simpler proto-shame, usually caused 
by the presence of one’s superiors, and a “more cognitively com-
plex form of shame that is triggered by violating a norm and know-
ing that someone else knows about the violation” (Haidt, 2003a, p. 
859). It clearly shows that the route from protoshame to shame leads 
through culture, and it is not surprising that different cultures (e.g., 
Western as opposed to East Asian) ‘see’ shame in different ways. At 
the same time, it is no wonder there are so many moral similarities be-
tween different cultures, since they all have started on the same rung 
of the evolutionary ladder, being equipped with the same set of sim-
ple emotions.

One may be justified in asking whether there is any real differ-
ence between the two sketched conceptions: one positing the exist-
ence of the emotional core of morality, shaped differently by various 
cultures, and the other dispensing with this notion and suggesting a 
strict interplay between emotions and culture in bringing about our 
moral practices. At the phenomenological level there seems to be no 
significant difference: the fact, that the distinction between moral and 
conventional rules is not sharp, is explainable within both approaches. 
Similarly, that East Asian cultures seem not to embrace two separate 
emotions, shame and guilt, while Western societies clearly distinguish 
between the two, may be either a result of culture merely shaping the 
‘emotional foundations of morality’, or of a deeper interplay of emo-
tions and cultural factors. However, once we consider the problem 
from other perspectives, the difference becomes much more impor-
tant. 
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First, at the meta-theoretical level, the emotion-culture interplay 
account seems quite different from the emotional core account: the 
former is much more comprehensive than the latter, underlining the 
role of emotions in our various cognitive skills. Therefore, it leads to 
a more coherent view of the functioning of the human mind. Second, 
both theories seem to be essentially different heuristic tools: while the 
emotional core account suggests concentrating on moral practices, 
and looking for biologically conditioned mental mechanisms which 
enable them, as well as the ways in which ‘cultural overlay’ modifies 
‘moral instincts’, the emotion-culture interplay account sees morality 
as embedded in a larger class of cultural phenomena. This may lead 
to diametrically different ways of setting experiments and conducting 
observations, as well as interpreting them. For instance, the question 
concerning the co-evolution of language and morality, as seen from 
the emotional core perspective, may generate questions pertaining to 
the role of language in the development of moral practices, while con-
sidered from the interplay position, leads to the problem of the com-
mon evolutionary precursors of both language and morality. Third, 
there is a philosophical or methodological difference: the emotional 
core account is clearly driven by reductionism, i.e. by looking for 
what stands behind or constitutes the building blocks of morality; the 
interplay theory, on the other hand, sees moral practice as intimately 
linked with other social practices, and thus predicts a failure of any 
attempt to reduce morality to simpler phenomena.

To sum up: it is not my claim that there are no moral emotions 
in the sense of motivational mechanisms behind our moral practices. 
One cannot deny that morality is possible in large part due to the 
evolution of relevant emotional mechanisms. However, I believe that 
concentrating on moral emotions as pertaining exclusively – or at 
least primarily – to moral judgement and action may lead us astray, 
both in science and philosophy. Emotions are the guardians of mo-
rality, but not only: they guard morals because they guard the larger 
realm of culture.
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Dominika Dudek

Madness or Brain Disorders. From Dualism 
towards Integration

1. Historical views on “mad” people 

In the past, there was no such term as mental illness. The expression 
that was used for a very long time in order to describe this condition 
was ‘madness’ and its treatment was often indistinguishable from tor-
ture or murder. The attitude towards mentally ill people derived from 
fear – fear of something incomprehensible, bizarre and horrible. Both 
madness and the fear of madness were not understood in any scien-
tific manner until the 20th century. It worth noting that understanding 
biological causes of mental disorders and neurobiology of emotions 
have always gone hand in hand. 

What is interesting is that some behavioral abnormalities, related 
to human psychopathology have been found in non-human great apes. 
As Brune et al. stated, many captive great apes show gross behav-
ioural abnormalities such as stereotypes, self-mutilation, inappropri-
ate aggression, fear or withdrawal, which impede attempts to integrate 
these animals in existing or new social groups. These abnormal be-
haviours resemble symptoms associated with psychiatric disorders in 
humans such as depression, anxiety disorders, eating disorders, and 
post-traumatic stress disorder (Brüne et al., 2006). Monkeys have a 
complex social system, and they form relationships with one another 
on an individual basis. They suffer from stress, much like we do, and 
often it seems to relate to social problems. Primates, and in particular 
great apes, are candidates for highly developed capabilities for empa-



350 Dominika Dudek

thy and theories of mind and it seems that emotions play a basic role 
in social behavior not only in humans, but also in primates.

It is, however, very difficult to judge the existence or nature of 
mental disorder prior to written records due to the very limited evi-
dence. Although mental disorders are often considered to be caused 
by changes in the human environment, especially by the move from 
a natural environment towards modern conditions, evolutionary psy-
chology suggests that some of the underlying genetic dispositions, 
psychological mechanisms and social demands have always been 
present. What is equally important, evolutionary psychology also ex-
plains why natural selection has not eliminated the genetic variation 
that results in diseased behavior. Generally, by giving a solid frame-
work for understanding how behaviors are regulated to accomplish 
many of the conflicting tasks of life (e.g. getting food, surviving, find-
ing mates, protecting children) (Nesse, 2005), evolutionary psychol-
ogy gives an interesting perspective on the causes of mental disorders.

There is another reason which makes scientists believe that mad-
ness has a history as long as mankind. It is the evidence from Neo-
lithic times of the practice of trepanning. There may have been many 
reasons for performing a procedure which involved cutting large 
holes into the skull, one suggesting that the purpose was to release a 
demon. This magical-medical approach has been observed in some 
primitive peoples yet trepanation might have also been an attempt to 
cure ailments including mental disorders, which would prove the the-
sis of evolutionary psychologists.

Although generally, “mad” people were treated as “possessed by 
devils”, it is also important to mention that in some primitive or an-
cient societies bizarre people could be respected as prophets or sha-
mans. In ancient Israel, it was widely believed that mental or emo-
tional disturbances were caused by supernatural forces or an angry 
God as a punishment for sin or a failure to follow the commandments. 
On the other hand, such disturbances were sometimes believed to pro-
vide one with a special power. The Old Testament contains numerous 
references to kings suffering from disturbances that could be attrib-
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uted to various forms of madness. The Jewish prophets were thought 
to be psychologically abnormal because they acted in strange ways. 
They also departed significantly from the norm in appearance. How-
ever, the fact that they foretold future events that few understood was 
both proof of their abnormality and a reason to be respected. Apart 
from the Israelites, Socrates himself considered there to be some of 
the positive aspects of “madness”. He included as such: prophesying 
(a ‘manic art’), mystical initiations and rituals, poetic inspiration; and 
the madness of lovers.

Nonetheless, in the main part of human history, the social posi-
tion of insane peoplehas been similar to that of the leprous. People 
with mental disorders were isolated, imprisoned, chained to walls 
and tortured. “Deviants” or “mad people” were confided to hospitals 
and asylums, where they stayed for many years, often until the end 
of their lives. Asylums were famous for their prison-like conditions. 
Active treatment included restrictive cribs, hunger cures, bloodlet-
ting, cold water dunking and other painful and ineffective methods 
(Shorter, 1997).

Such an attitude cannot be explained by the “darkness of the Mid-
dle Ages” – it is enough to mention Nazi Germany, where the institu-
tionalized mentally ill were among the earliest targets of sterilization 
campaigns and covert “euthanasia” programs. The so-called “eutha-
nasia” program entailed the killing of patients with the use of gas and 
lethal injections. The former was used in special hospitals between 
1939 and 1941 and the latter somewhat later, between 1942 and 1945, 
in psychiatric hospitals. In this period, patients were killed not only 
with lethal injections but also through the introduction of a starva-
tion diet. It has been estimated that approximately 200,000 individu-
als with mental disorders of all kinds were put to death, although their 
mass murder has received relatively little historical attention (Von 
Cranach, 2003; Strous, 2007). 

Until now, the problem of stigma has been considerable and has 
influenced patient-doctor relationships as well as compliance and 
treatment programs. Many people hold negative stereotypes of those 
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who suffer from mental illness and mentally ill patients are often con-
sidered to be less human and less worthy. Quite often they are treated 
as if they deserved less help or care in comparison to those with other 
kinds of illness (one example is that while suffering from comorbid 
medical disease, they are provided with less medication or procedures 
than “normal” patients). There are countless ways that the mentally 
ill people have been degraded in film, TV, literature, and in ordinary 
life. For example, in 1996 Philo found that in 66% of items concern-
ing mental illness on UK television the focus was on violence (Philo, 
1996). �������������������������������������������������������������One of the important aims of a big branch of psychiatry – so-
cial psychiatry – is to combat stigma in order to reunite patients with 
their society. In this context, the contemporary approximation be-
tween psychiatry and neuroscience may be very helpful. By includ-
ing more aspects of the neuroscientists’ concentration on brain disor-
ders, it is possible to change the way in which we think about mental 
disorders. 

2. Historical views on the origins of mental disorders 

In the evolution of psychiatry, the titanic human struggle to under-
stand abnormal behavior – in the context of either the mind or of the 
body – has played a central role. In the course of searching for the 
causes of mental disorders, the idea of the integration between the 
forces of the mind (soul) and brain (body) was long in coming, chang-
ing throughout the ages and building up a fascinating story (Gerde-
nio, 2005). 

The beginnings of the history of medicine are characterized by 
a supernatural and magical approach to both mental and physical ill-
nesses. For much of our recorded history, deviant behavior was con-
sidered a reflection of the battle between good and evil. The great cul-
tures of the past, such as those of Egypt and Mesopotamia, fluctuated 
between naturalistic and supernatural explanations of diseases (Ack-
erknecht, 1959).
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Although the ancient Greeks felt that the gods controlled health 
and illness, they looked beyond supernatural influences and explored 
biological, psychological and social causes of illness. In the classical 
Greek era, attempts were made to explain physical and psychologi-
cal phenomena with more scientific approaches. The Greeks believed 
that the mind and the body were closely interconnected. The famous 
Greek physician Hippocrates (460–377 BC) – the father of medicine 
– thought that disease resulted from an imbalance in four body fluids 
or humors, rather than from spiritual factors. He applied humoral the-
ory to mental illness and was insistent that all mental disorder should 
be explained on the basis of natural causes. Unpleasant dreams and 
anxiety were seen as being caused by a sudden flow of bile to the 
brain, melancholia was thought to be brought on by an excess of black 
bile, and exaltation by a predominance of warmth and dampness in 
the brain. Temperament was thought to be choleric, phlegmatic, san-
guine or melancholic depending on the dominant humor. According 
to Hippocrates, the imbalances in body fluids might originate in the 
patient’s environment and in modern psychiatry we also believe that 
temperamental and personality factors may predispose one to certain 
mental disorders, and that the development of personality is highly 
influenced by the environment of the child. Hippocrates was also sen-
sitive to interpersonal, psychological and stress factors that contrib-
ute to disturbed behavior. This early biopsychosocial perspective was 
further championed by Plato, Aristotle and Galen, until its demise in 
the Middle Ages (Ackerknecht, 1959). 

Plato (427–347 BC) reintroduced a mystical element. He believed 
in two types of madness, the first was divinely inspired and gave the 
recipient prophetic powers, while the second was caused by disease. 
However, he also believed in the strong connection between mind 
and body. He wrote: “As it is not proper to cure the eyes without the 
head, nor the head without the body, so neither it is proper to cure 
the body without the soul” (Gerdenio, 2005). On the other hand, for 
him, as for the greatest thinkers throughout recorded history, reason 
has reigned supreme. The traditional paradigm has been one of a di-
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chotomy where refined and uniquely human reason pitches an ongo-
ing battle for control over animalistic and lustful emotions. This Pla-
tonic dichotomy remains a pillar of Western thought (Lehrer, 2009).

Aristotle (384–322 BC) believed that because reason was immor-
tal it must be immune to illness, so all kinds of illnesses, either mental 
or otherwise, must be rooted in man’s physical structure. He felt that 
certain distinct emotional states, including joy, anger, fear and cour-
age, impacted on the functioning of the human body. The treatment of 
mental problems should include talking and using logic to influence 
the soul and psyche. Nowadays, the use of logic and reason to influ-
ence emotional and behavioral problems is one of the major principles 
behind cognitive-therapy (CBT) (Ackerknecht, 1959).

Cicero (106-43 BC) – a Roman philosopher - rejected Hip-
pocrates’ bile theory, stating that emotional factors could cause phys-
ical illness and “perturbations of the mind may proceed from a neglect 
of reason”. Man could help with his own cure through “philosophy”, 
which would nowadays be known as psychotherapy (Zilboorg and 
Henry, 1941). 

It is also worth mentioning Galen (130–200 AD), who felt that the 
brain was the rational soul and the centre of sensation and reason and 
who developed a holistic program of medical practice. 

3. The supernaturalism of the Middle Ages

Probably in response to the highly turbulent, frightening and stressful 
times during the Black Death and numerous wars, the focus of super-
natural influences to explain events including illness and health, be-
came common (Gerdenio, 2005). The Christian Church of the early 
Middle Ages was very much concerned with the life hereafter and 
not on earth. It also greatly stressed the healing powers of religious 
symbols.

Insanity was believed to be caused by spiritual matters such as 
the influence of demons, witches and sin. The phenomenon of mental 
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disturbance troubled the early Christian authorities. The Devil could 
not always be blamed because the content of the madness seemed to 
have a religious significance. Therefore, it was difficult for the Church 
authorities to decide whether the mad were communicating with the 
Devil or whether they were saints. However, in the early 7th century 
the Devil was accepted as a culprit for all types of deviant behavior 
and Demonology became the “psychiatry” of the day. Treatment was 
a spiritual issue: atonement for sins, exorcisms, prayer. Some insane 
people were chained to church walls in order to benefit from prayers 
while others were tortured (Gerdenio, 2005). 

In 1484 Pope Innocent VIII approved the persecution of “witches”. 
Among them many bizarre, insane people – mainly women - were ex-
ecuted. It was assumed that women stimulated men’s carnal desire, 
so the blame for sinful erotic behavior was laid here; women tempted 
men so they must be the Devil’s agents. Psychotic women who openly 
acted erotically were easy targets. The Malleus Maleficarum, the trea-
tise on witches, stated that “all witchcraft comes from carnal lust 
which is in women insatiable” (Johnstone et al., 1998).Nowadays, the 
majority of those poor creatures – tortured and killed - would prob-
ably be diagnosed with psychosis, or histrionic disorders (e.g. some 
examples of stigmata diaboli). In this climate, nearly all natural think-
ing about mental illness disappeared.

However, not everyone believed in supernatural causes for men-
tal disorders. For example, St Thomas Aquinas (1225–1274) reasoned 
that the soul was unable to become sick and, therefore, mental illness 
must have a physical cause. 

During the Renaissance a renewed interest in the physical and 
medical worlds emerged. The interest in mind and soul was consid-
ered unscientific and thus relegated to the domain of philosophers 
and priests. As a result, the emphasis on scientific observation and 
experimentation provided a model for future research and teaching 
and the biological side of the integrative biopsychosocial perspective 
was emphasized.
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4. Dualism: the somatic and psychological school

René Descartes (1596–1650), argued that the mind and the body 
were separate. He believed in duality, that the mind and body were 
two distinct entities (Robinson, 2003). No philosophical concept has 
been as widely influential in the field of psychiatry. This dualism of 
mind and body became the basis for Western medicine until recently. 
Descartes clearly identified mind with consciousness and with self-
awareness while distinguishing it from the brain as the seat of intel-
ligence. Hence, he was the first to formulate the mind-body problem 
in the form in which it exists today. No philosophical concept has 
been as widely influential in the field of psychiatry. This dualism of 
mind and body became the basis for Western medicine until recently. 
Descartes clearly identified mind with consciousness and with self-
awareness while distinguishing it from the brain as the seat of intel-
ligence. Hence, he was the first to formulate the mind-body problem 
in the form in which it exists today. In his famous book Descartes’ 
Error: Emotion, Reason, and the Human Brain António Damásio ar-
gues that René Descartes’ “error” was the dualist separation of mind 
and body, rationality and emotion (Damasio, 2005).

Not all philosophers shared those ideas. David Hume, the eigh-
teenth-century Scottish philosopher, declared that reason was the “the 
slave of the passions” (Hume, 2000). Hume also contended that rea-
son alone is insufficient to motivate human action. Reason must ex-
cite passion and emotion if it is to have any influence on the motives 
or actions of the will. He claimed that reason can prevent the expres-
sion of a passion or emotion only by exciting a contrary passion or 
emotion. Jonah Lehrer, in his book, How We Decide discusses this 
very issue and notes that: 

The crucial importance of our emotions – the fact that we can’t make 
decisions without them – contradicts the conventional view of human 
nature, with its ancient philosophical roots. (…) The expansion of the 
frontal cortex during human evolution did not turn us into purely ra-
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tional creatures, able to ignore our impulses. In fact, neuroscience now 
knows that the opposite is true: a significant part of our frontal cortex 
is involved with emotion (Lehrer, 2009).

5.  Dualism: neurology-psychiatry

A clear distinction between neurology and psychiatry existed for 
many decades. Neurologists treated organic illnesses (like strokes, 
brain tumours etc.) whose medical cause was well recognized: dam-
age of the brain’s structure. In response to the common fear of psy-
chiatry, they also treated the so-called “nervous disorders”, using re-
freshment, massage and treatment in sanatoriums. Nowadays, such 
“nervous disorder” are diagnosed as different kinds of neurotic prob-
lems. The field of psychiatry was restricted to treating severe psy-
chotic diseases (like schizophrenia or manic-depressive illness), in 
which the structural background was unknown. 

The belief in the distinction between “neurological” and “psychi-
atric” disease is still often held by a significant number of the general 
public as well as by the wider medical community, although it arises 
from a stigmatized view of psychiatry. Some people find it useful to 
be able to consider “real” neurological disease arising from brain pa-
thology as distinct from psychiatric disturbances arising from weak 
moral fibre or bad breeding (Ring, 2002). 

Nevertheless, it has been proven that purely “neurological” disor-
ders cause behavioral and emotional disturbances (e.g. Huntington’s 
disease, Pick disease, epilepsy, the damage of certain brain regions, 
e.g. frontal lobes, etc.). 

One of the first and most exciting examples that proved the above 
statement was the case of Phineas Gage. He was a railroad construc-
tion foreman who survived an accident (1848) in which a large iron 
rod was driven completely through his head, destroying much of his 
brain’s left frontal lobe. He is now remembered mostly for its reported 
effects on his personality and behaviour. These effects were so pro-
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found that his friends saw him as “no longer Gage.” Before the acci-
dent he was known as diligent, even-tempered, nice gentleman. After 
the accident, he became quick-tempered, unable to pursue a defined 
goal, rude, deprived of empathy.���������������������������������� Dr John Harlow (the physician re-
sponsible for Gage) described him as being ‘intellectually feeble’, 
‘exceedingly capricious’, ‘childish’, coarse, very impulsive, and in-
different towards others. “A child in his intellectual capacity and man-
ifestations, he has the animal passions of a strong man” – Harlow 
noted (Harlow, 1868). Such a transformation of a man once admired 
for his professional and social virtues, finally led to his being fired 
from his job and subsequent social deterioration. 

Gage’s case is cited as one of the earliest pieces of evidence that 
frontal lobe damage can influence one’s personality and social inter-
actions. Earlier it had been widely believed that this part of brain does 
not play any role in the creation of human personality. Gage devel-
oped a mental state that could be named as acquired psychopathy - 
such a kind of personality disturbance that involves the triad of char-
acteristic dimensions: an arrogant and deceitful style of interpersonal 
functioning, a deficiency in experiencing, understanding and express-
ing emotions, and highly impulsive behavior. From the functional 
point of view, psychopathy seems to be related to an inappropriate 
pattern of activation in the frontal-temporal circuit. Impulsivity and 
impaired moral judgment in psychopathic patients are probably re-
lated to functional and/or anatomical deficits of the structures respon-
sible for decision-making, behavioral steering and emotional control 
(i.e. the orbitofrontal, ventromedial prefrontal, and the cingulate cor-
tex). On the other hand, shallow affect and a lack of empathy seem to 
be the outcomes of dysfunctions of medial temporal regions (particu-
larly the hippocampus and amygdala), as they are the key elements of 
the ‘emotional processing system’. The amygdala is the crucial struc-
ture in determining responses to signals indicating distress in others; 
therefore its dysfunction leads to antisocial behavior, as well as seem-
ing to determine susceptibility towards solving personal moral dilem-
mas in a utilitarian and unemotional manner. 
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Three decades following Gage’s accident, David Ferrier pre-
sented the earliest experimental evidence (derived from studies per-
formed on monkeys), suggesting that consecutive areas of the cer-
ebral cortex differ between each other in terms of function, and the 
destruction of prefrontal lobes – while exerting virtually no impact 
on neurological performance – causes “very decided alterations in the 
animal’s character and behavior (…) while not actually deprived of 
intelligence, they had lost, to all appearance, the faculty of the atten-
tive and intelligence observation” (Ferrier, 1878). 

Contemporarily, much of researchers’ attention is being paid to 
the issue of personality changes (including those relevant for the emo-
tions) taking place in subjects with certain neuropsychiatric diseases. 
For example, in 1939, Heinrich Klüver and Paul Bucy reported that 
the surgical removal of both temporal lobes (including the amyg-
dalae) in monkeys produced a dramatic behavioral condition now 
referred to as the Klüver-Bucy syndrome. After surgery, the mon-
keys, who had previously feared humans, no longer showed such fear. 
They also demonstrated a number of other behavioral changes, in-
cluding hyperorality (a compulsion to examine objects by way of the 
mouth), hypersexuality (excessive sexual behavior), hypermetamor-
phosis (excessive tendency to react to visual stimuli), and visual ag-
nosia (inability to recognize familiar objects). 

For over two decades, researchers at the University of Iowa have 
been studying a woman (patient SM), who acquired damage to both 
amygdalae (due to a rare congenital genetic condition known as Ur-
bach-Wiethe disease). SM did not show fear in any threatening situa-
tions and her ability to detect dangerous situations was completely im-
paired. As SM was capable of experiencing other emotions normally, 
she was not emotionless, but rather fearless, contributing greatly to 
her high incidence of life-threatening experiences and influencing her 
behavior and decisions (Feinstein at all., 2011).

Possibly the most convincing data on emotions, personality and 
brain damage derive from the studies regarding subjects with fronto-
temporal dementia (FTD), and its various subtypes (including Pick’s 
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disease [Hodges at al., 2004]). FTD belongs to the group of neurode-
generative disorders, characterized by chronic clinical course, with 
progressive deterioration of cognitive functioning, altered behavior, 
and personality changes, leading to severe disability, and – ultimately 
– death. In subjects with FTD neuropathological lesions are typically 
located in frontal lobes and anterior temporal regions, especially ven-
tromedial prefrontal cortex (vmPFC) and orbitofrontal cortex (OFC) 
(Rosen et al., 2002).

Compared to patients with Alzheimer’s disease, subjects suffer-
ing from FTD tend to present more prominent social and personal-
ity distortions, while cognitive and neuropsychological deficits are 
usually milder (during early stages of the illness, at least). Probably 
the most typical behavioral motifs observed in course of FTD are re-
lated to difficulties in modulating social conduct. Notably, the follow-
ing symptomatic triad: transgression of social norms (reflecting an 
impairment of the ability to modulate social behaviour), ‘emotional 
blunting’ (amounting to a loss of empathy), and loss of insight with 
regards the subject’s behavior and their consequences constitute the 
core clinical features of the illness. As a result, as the intensity of ba-
sic drives remain intact, lack of empathy often leads to overtly socio-
pathic acts, such as sexual indiscretions, physical aggression, stealing, 
breaking into other people’s properties, and paraphilias. The sever-
ity of those symptoms is even greater in subjects whose OFC is af-
fected, as the presence of orbitofrontal lesions leads to the loss of im-
pulse control. 

Thus, neurological disorders or damage to certain regions of the 
brain result in profound emotional and behavioral disturbances, lead-
ing to psychopathological states

On the other hand, there is more and more data on structural 
changes in the brains of the patients with “purely” psychiatric dis-
orders, such as schizophrenia or major depression. It has been sus-
pected for over a century that schizophrenia and manic-depressive 
disorder (bipolar disorder) are disorders of the brain. Thanks to ad-
vanced neuroimaging methods, there is strong evidence confirming 
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that patients with severe psychotic disorders (e.g. significant loss of 
brain gray matter, enlarged ventricles, enlarged amygdalia) have im-
portant structural brain abnormalities. 

Moreover, the absence of detectable structural changes does not 
rule out the possibility that some more subtle, but nonetheless impor-
tant biological changes are occurring. These changes may simply be 
below the level of detection due to the still-limited nature of the tech-
niques available today. 

Thus, the dichotomy of “neurological” and “psychiatric” cannot 
be valid anymore. It is worth citing Joseph B. Martin, former Dean of 
Harvard Medical School and a neurologist by training, who summa-
rized the argument for the reunion of the two fields: “the separation of 
the two categories is arbitrary, often influenced by beliefs rather than 
proven scientific observations. And the fact that the brain and mind 
are one makes the separation artificial anyway” (Martin, 2002). In the 
near future we will witness the triumph of neuropsychiatry, a medical 
division that may unite psychiatry and neurology. 

6. Dualism in psychiatry: “somatic school” and 
“psychosocial school”

In the 19th century, the advancement in the understanding of mental 
and physical illness led to the development of biological psychiatry. 
The milestones for biological psychiatry were the discoveries of Ru-
dolf Virchow (1821–1902) and Louis Pasteur (1822–1895). These 
scientists proved that disease could be attributed to dysfunctions at 
the cellular level or to germs. It transpired, for example, that neuro-
syphilis – one of the predominant causes of hospitalization in psychi-
atric institutions in the 19th century - was caused by microorganisms 
entering the brain following sexual activity. The treatment of neuro-
syphilis with malaric fever was the first efficient method in the strug-
gle against psychopathology (resulting in a Nobel prize in 1927 for 
Julius Wagner-Jauregg) (Gerdenio, 2005). 
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Also Emil Kraepelin (1856–1926), a German psychiatrist who is 
identified as the founder of modern scientific psychiatry, as well as of 
psychopharmacology and psychiatric genetics, believed the chief or-
igin of psychiatric disease to be biological and genetic malfunction. 
He asserted that mental disorders were brain disorders, and mental 
illness could be classified as arising from either exogenous or endog-
enous influences. 

In the middle of the 20th century, psychiatry underwent a transi-
tion that is often referred to as the “psychopharmacology revolution.” 
The 1950s witnessed the development in pharmacological treatment 
of different kinds of disorders. Chlorpromazine was prescribed for 
psychoses, lithium carbonate for mania. Then, in rapid succession, 
there was the development of tricyclic antidepressants, monoamine 
oxidase inhibitors, and benzodiazepines with their anxiolytic proper-
ties. It opened the way to a better understanding of the neurobiology 
of mental disorders.

On the other hand, it was also during the 19th century that clinical 
psychology was born as a distinct specialty. The symbolic date asso-
ciated with the birth of modern, scientific psychology is 1879 when 
the opening of the first psychological laboratory by Wilhelm Wundt 
took place. Initially, academic psychologists were not concerned with 
serious forms of mental illnesses as this area was already being ad-
dressed by the developing fields of psychiatry and neurology within 
the asylum (big psychiatric institutions) movement (Ludy, 2007). 
This trend changed towards the end of the 19th century, at the time 
Sigmund Freud first developed his “talking cure”. With Freud, the 
first scientifically clinical application of psychology began. He went 
on to develop theories about the unconscious mind and the mecha-
nism of repression, and established the field of verbal psychotherapy 
by creating psychoanalysis, a clinical method for treating psychopa-
thology through dialogue between a patient and a psychoanalyst. Psy-
choanalysis has helped inspire the development of many other forms 
of psychotherapy, some diverging from Freud’s original ideas and 
approach. However, one of the unfortunate results of promoting psy-
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chotherapy was the fact that psychiatry in post-World War II Amer-
ica became so greatly influenced by psychoanalysis that it was trans-
formed from a medical discipline into a practicing therapeutic art, 
surprisingly unconcerned with the brain as an organ of mental activ-
ity (Shorter, 1997). 

A nowadays very influential psychotherapeutic school, cognitive- 
behavioral therapy (CBT), struggles with another important dichot-
omy within psychiatry: cognitions and emotions. CBT holds that most 
of our emotions and behaviors are the result of what we think or be-
lieve about ourselves, other people, and the world.  These cognitions 
shape how we interpret and evaluate what happens to us, influence 
how we feel about it, how are we emotionally aroused and provide a 
guide as to how we should respond.  Unfortunately, sometimes our 
interpretations, evaluations, and underlying beliefs thoughts contain 
distortions, errors, or biases, or are not very useful or helpful.  This 
results in unnecessary suffering and often causes us to react in ways 
that are not in our best interests. Cognitive restructuring is a set of 
techniques for becoming more aware of our thoughts and for modi-
fying them when they are distorted or not useful. It uses reason and 
evidence to replace distorted thought patterns with more accurate, 
believable, and functional ones, in turn resulting in positive changes 
in emotions. Thus, cognitions and emotions are strongly interrelated 
(Popiel and Pragłowska, 2008).

7. Towards integration

It is amazing to notice that in 1895 nobody else but Freud – the father 
of psychoanalysis – wrote “A project for a scientific psychology”, in 
which he tried to adopt a neural model of behaviour in an attempt to 
develop a scientific psychology. In this work Freud stated that what 
we experience as the conscious or unconscious processing of infor-
mation is reflected in the neuronal architecture of the brain and the 
nervous system in general. He concluded that ‘speaking therapy’ can 
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rearrange neuronal connections and change the character of psycho-
logical experiences (Freud, 1953; Centonze et al., 2004). Regarded 
as radical, those ideas were rejected by Freud’s contemporaries and, 
because of the immaturity of brain science at the time, he abandoned 
this biological model for a purely mentalistic one, based on verbal re-
ports of subjective experiences. 
The most important steps toward breaking down the mind-brain di-
chotomy took place thanks to the progress in psychiatry in the 1960s, 
1970s and 1980s. The milestones of this progress were: 
1.	 The development of efficient treatments; 
2.	 New clinically validated and objective criteria established for di-

agnosing mental illness;
3.	 Renewed interest in the biology of mental illness, especially in 

genetics;
4.	 Major developments in brain sciences, in particular the analysis 

of how different aspects of mental functioning are represented by 
different regions of the brain. The conclusion that specific lesions 
of the brain produce specific alterations in behaviour, and specific 
alterations in behaviour are reflected in characteristic functional 
changes in the brain (Kandel, 1998).

Neuroscience has started to identify the neural correlates not only 
of mental disorders, but also of therapeutic changes. It transpired that 
procedural re-learning in psychotherapy can influence the structure 
and functions of the brain by altering synaptic plasticity and gene-
expression. There is growing evidence for a modification of gene ex-
pression by emotional experience and signals from the environment 
(so called epigenetic modification)�������������������������������� (Kandel, 1979, 1998). ���������For exam-
ple, several studies on monkeys have been performed, with Suomi 
et al’s study of gene-environment interaction in rhesus monkeys be-
ing particularly important. Approximately 5-10% of rhesus monkeys 
growing up in the wild consistently exhibit impulsive and/or inappro-
priately aggressive responses to mildly stressful situations through-
out development; those same individuals also show chronic deficits 
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in their central serotonin metabolism. Laboratory studies have dem-
onstrated that although these characteristics are highly heritable, they 
are also subject to major modification by specific early experiences, 
particularly those involving early social attachment relationships. For 
example, a specific polymorphism in the serotonin transporter gene is 
associated with deficits in early neurobehavioral functioning and se-
rotonin metabolism, extreme aggression, and excessive alcohol con-
sumption can be observed among monkeys who experienced insecure 
early attachment relationships, but not in monkeys who developed 
secure attachment relationships with their mothers during infancy. 
Because daughters tend to develop the same type of attachment re-
lationships with their own offspring that they experienced with their 
mothers early in life, such early experiences provide a possible non-
genetic mechanism for transmitting these patterns to subsequent gen-
erations (Suomi, 2003). 

Further evidence for the modification of gene expression by 
emotional experience and signals from the environment is the report 
which summarizes the results of the research on the effects of in-
creased pup licking and grooming and arched-back nursing by rat 
mothers. It seems that these activities/practices altered the offspring 
epigenome at a glucocorticoid receptor (GR) gene promoter in the 
hippocampus, through alteration in DNA methylation. This resulted 
in better stress responses in the offspring throughout their whole life 
(Weaver et al., 2004). 

Another important field that concerns close connections between 
neurobiology and psychology are the studies on explicit and implicit 
memory which are associated with different brain structures. Numer-
ous studies have shown that patients who lack explicit memory are 
capable of learning tasks that do not require conscious awareness. A 
good example is the famous case study of the patient HM. He suffered 
from refractory epilepsy, with numerous seizures each day. In 1957, 
when he was 27 years old, he underwent radical surgical procedure: 
the removal of epileptic foci located in the temporal lobes with bilat-
eral removal of temporal cortex, amygala and 2/3 of hippocampus. 
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After the surgery, partial retrograde amnesia and total anterograde 
amnesia (inability to memorize and learn) were observed. However, 
he was able to develop unconscious emotional associations (connect-
ing stimuli with emotions). For example, although he did not remem-
ber the fact that he had visited his mother in hospital, he had an ‘un-
clear feeling’ that something bad had happened to her. What is also 
interesting, Brenda Milner, the neuropsychologist who was observ-
ing his case and examining him regularly, one day pricked him with 
a needle when shaking hands. The next day, although he did not re-
member either the person nor the prick, he retracted his hand when 
greeting. Those studies imply the neural basis for a set of unconscious 
mental processes (Milner, 2005; Milner et al., 1989). People might 
unconsciously associate certain situations or important objects (other 
people) with positive or negative feelings. As a consequence, they 
might unconsciously react to signals, avoid or search for situations or 
people who subconsciously fit the patterns of previous experiences; at 
the same time they are unaware of memories that have left such emo-
tional traits. This is in accordance with the knowledge that the main 
changes in the course of analytic therapy concern implicit memory. 

Nowadays, the neurobiological basis of psychotherapy is obvi-
ous, as is the statement that psychotherapy changes the brain. PET 
studies of patients with different disorders (OCD, phobia, depression) 
support the hypothesis that disorders show more or less characteristic 
changes of regional brain activity that may be normalized by psycho-
therapy (Baxter et al., 1992; Brody et al., 2001; Furmark et al., 2002; 
Rok-Bujko, 2009). Nancy Andreasen, the previous editor in chief of 
the “American Journal of Psychiatry”, declared: “Psychotherapy – 
sometimes humiliated as a ‘verbosity’ – in a way is as ‘biological’ as 
pharmacotherapy.”

All of this has created a new intellectual framework for psychia-
try: “All mental processes are biological, and therefore any alteration 
in those processes is necessarily organic”. It is worth citing Kandel’s 
famous manifesto here (Kandel, 1998): 
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Principle 1. ������������������������������������������������All mental processes, even the most complex psy-
chological processes, derive from operations of the brain. 

Principle 2. Genes and their protein products are important de-
terminants of the pattern of interconnections between neurons in the 
brain and the details of their functioning. Genes, and specifically com-
binations of genes, therefore exert a significant control over behav-
iour. As a corollary, one component contributing to the development 
of major mental illnesses is genetic. 

Principle 3. Altered genes do not, by themselves, explain all of 
the variance of a given major mental illness. Social or developmen-
tal factors also make a very important contribution. Behaviour and 
social factors exert actions on the brain by feeding back upon it to 
modify the expression of genes and thus the function of nerve cells. 
Learning produces alterations in gene expression. 

 Principle 4. ������������������������������������������������   Alterations in gene expression induced by learn-
ing give rise to changes in patterns of neuronal connections. 

Principle 5. ������������������������������������������������       Insofar as psychotherapy or counseling is effec-
tive  and produces long-term changes in behaviour, it presumably 
does so through learning, by producing changes in gene expression 
that alter the strength of synaptic connections and structural changes 
that alter the anatomical pattern of interconnections between nerve 
cells of the brain. 

However, the biological hegemony over psychological ap-
proaches may imply some kind of “biological reductionism”, which 
holds that all psychological states are really brain states. According 
to this view, our minds are just a function of our brains and mental 
states are constituted solely by brain states. Mental disorders should 
then be regarded as nothing other than chemical imbalances, and psy-
chiatrists should not treat individuals, but their brains (Fuchs, 2004; 
Glannon, 2009). The most influential and prominent scientists have 
stated that “we are our synapses” (LeDoux, 2002), or “we are in fact 
no more than the behavior of a vast assembly of nerve cells and their 
associated molecules” (Crick, 1994). 
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However, although as psychiatrists we fully agree with some bio-
ethical statements and feel that understanding the functions of the 
brain is necessary, we also emphasize the fact that it is insufficient 
to account for all the physiological and psychological properties that 
make each of us a unique person. The mind is not solely based on 
brain structure and functions, but also on the continuous interaction of 
the brain with the body and with the external world (Glannon, 2009). 

The body shapes one’s perception and psychological response to 
the world. For a different body, this perception and response would 
be different. As the environment shapes our experience of interacting 
with the world and others, living in a different environment would 
result in creating a different content and meaning of a person’s ex-
perience and memory of the interactions. Thus transplanting a brain 
into a different body – if it were ever possible – would not preserve 
the identity of the person whose brain was transplanted (Fuchs, 2004; 
Glannon, 2009). 

Kenneth S. Kendler – an American psychiatrist best known for 
pioneering research in psychiatric genetics, particularly the genetic 
causes of schizophrenia, who is one of the most oft cited psychiatry 
researchers, postulated: “Stop searching for Big Simple Explanations 
(…). We have hunted for big, simple neuropathological explanations 
for psychiatric disorders and have not found them. We have hunted 
for big, simple neurochemical explanations for psychiatric disorders 
and have not found them. We have hunted for big, simple genetic ex-
planations for psychiatric disorders and have not found them�������” (Ken-
dler, 2005). 

In conclusion, all major psychiatric disorders are complex and 
multifactoral. Thus, in contemporary psychiatry, the predominant 
model of disorders is the biopsychosocial one. This perspective uti-
lizes a multidimentional and interactive approach. The biological, 
psychological and social aspects of health and illness influence each 
other, creating ethological networks. This concept has a practical im-
pact – promoting combined therapies which match biological treat-
ment with psychosocial interventions. Many studies have confirmed 
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the efficacy of such an approach and the superiority of combined 
treatment of most disorders over unimodal treatments. 
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